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a b s t r a c t

Different positioning schemes are based on the probability p(o|l) to have an observation
vector o at a Reference Point (RP) l, based on Gaussian probabilities. This paper presents an
approach to speed-up the p(o|l) computation without any approximation. The consequent
positioning scheme is called Smart P-FP. The comparison between Traditional (without any
p(o|l) acceleration) and Smart P-FP is performed over different smartphones. The saved
energy is about 90% for a large number of Access Points (APs) but is significant even with
few APs: more than 86% with 3 APs. The proposed p(o|l) computation is beneficial to any
p(o|l)-based positioning scheme.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, navigation and localization systems have become extremely popular because positioning data represent
a very useful context information for Location Based Services (LBSs). Concerning outdoor positioning, GPS iswidely used but,
in many environments like urban areas, it is not always available due to the severe attenuation and unpredictable multipath
fading that may affect related signals [1]. Indoor positioning techniques are extensively investigated in the literature and
different technologies are employed: Bluetooth [2,3], RFID [4,5], Ultra Wide Band (UWB) [6–8], and WLAN. On the other
hand,Wireless Local Area Networks (WLANs) based on IEEE 802.11 standard, also calledWiFi networks, are often employed
for local area and indoor positioning purposes [9] as also done in this paper.

In general, sensing WiFi signals irradiated by Access Points (APs) and measuring specific quantities such as Time Of Ar-
rival (TOA) [10], Time Difference Of Arrival (TDOA) [11], Angle Of Arrival (AOA) [12] and Received Signal Strength (RSS),
enable a Mobile Device (MD) e.g., a smartphone, to estimate its position and make such information available for LBSs
and Context-Aware (CA) applications. RSS-based localization algorithms have been extensively studied for indoor position-
ing [13–17]. [18] proposes an algorithm called RADAR: a RF-based system to locate and track users inside buildings by using
RSS information gathered at multiple receivers. Compared with other measurement-based algorithms (such as mentioned
TOA, TDOA, AOA or Ultra Wide Band), RSS-based approaches can be applied by a WiFi-integrated smartphone without any
additional hardware. There are two main approaches for WiFi indoor positioning available in the literature: (i) Multilatera-
tion (well known as trilateration, when 3 APs are used) and (ii) FingerPrinting (FP).

The key idea of Multilateration is to estimate the distances between APs and MD by using the strength of the signals
transmitted by the APs and received by the MD, to compute an estimation of the mobile device position. [16] employs
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the Cramer–Rao lower bound to infer the maximum likelihood estimation of the distances; [15] the analytical Triangular
Interpolation and eXtrapolation (TIX). [9,19,20] estimate the mentioned distances by using a cubic regressive equation, the
Singular Value Decomposition (SVD) or the Least Squares approach.

Themain drawbacks ofMultilateration are: (i) low localization accuracy and (ii) high energy consumption due to required
heavy computations, crucial issue when MDs are involved (see [14,21]).

FingerPrinting (FP) is a two-step procedure. The first step, carried out offline and also known as training (offline) phase,
is the collection of information aimed at obtaining a spatio-temporal representation of the Received Signal Strengths (RSSs)
in a given area. The training is based on Reference Points (RPs), usually selected in order to cover the entire area of interest
through a uniform grid, and on RSSmeasurements carried out by anMD and collected for each RP. The set of measured RSSs,
at a given RP, is used to build the fingerprint for that RP. Efficient fingerprint building methods are proposed in [20,22–28].
The second step is the positioning (online) phase, which starts with an online RSS measurement performed by the MD that
wants to determine its position, and is followed by the comparison of the measured RSS with the reference FP of each RP.
The estimated position corresponds to the coordinates, or to a combination of the coordinates, of the RPs whose fingerprints
match the RSS measures most closely. Examples of fingerprinting employment can be found in [1,9,29].

It is possible to further distinguish between two FP approaches: (a) Deterministic FingerPrinting (D-FP) and (b) Proba-
bilistic FingerPrinting (P-FP) [30]. The former estimates the position by considering only deterministic RSSs measurements
[22,23,31] (such as average and variance [9,32,33]). Even if thismethodprovides a reasonable localization accuracy, it ignores
much of the information that can be extracted from the training data since the RSS, in a given position, can be characterized
by more parameters and not only by the simple RSS average value.

P-FP, which is the technique considered as a reference in this paper, computes the position by considering the RSSs
measurements as a part of a random process [30] by better exploiting the information present within the acquired signals.
It has been applied in [9,13,17,31].

This paper proposes a computational and energy efficient P-FP procedure, suited to be employed over smartphone
platforms. The main idea is to structure the process required to get P-FP so as to allow the computation and the storage
of some quantities already in the training phase and therefore provide time and energy saving. In more detail, during the
positioning phase a mobile device acquires the RSS values and computes an observation vector. Many positioning schemes
base their action on the computation of the probability p(o|l) to have an observation vectoro at a fixed RP l based onGaussian
probabilities. Probabilistic FingerPrint (P-FP) is one of them and is the main comparison benchmark because it computes a
Gaussian-based probability p(o|l) entirely during the online phase. It is identified as Traditional P-FP in the following.

This paper introduces a Smart p(o|l) computation scheme by using a reduced number of operations which, consequently,
saves time and energy. The positioning scheme, totally derived from Traditional P-FP but using the new p(o|l) computation,
is called Smart P-FP. It has been practically implemented and tested over off-the-shelf Android OS smartphones. Section 2
contains the state of the art and the key idea of the paper. Section 3 recalls Traditional P-FP while Section 4 introduces Smart
P-FP showing how the factorization of the p(o|l) equation used in Traditional P-FP allows a more efficient and, as a con-
sequence, energetically convenient positioning process without introducing any approximation and consequent accuracy
detriment. The obtained results (reported in Section 5) show Smart P-FP efficiency when compared with Traditional P-FP,
in terms of number of operations, time, and energy. Section 6 shows the results when the new p(o|l) computation proce-
dure is exploited to boost some performing positioning algorithms in the literature based on Gaussian probabilities. Final
discussions are reported in Section 7.

2. Related works and key idea of the proposed P-FP approach

[24,34,35] introduce approaches aimed at reducing the computations of the localization algorithms. Other important
references for this paper are [30,36], which contain a comparison, carried out by using different devices, among localization
methodologies in terms of computational burden and accuracy. Even if P-FP is computationally and energetically lighter
than Multilateration, it still requires a not negligible amount of computation and energy resources, in particular for MDs.

Thework in [28] presents a probabilistic,WiFi-based, location determination system calledHorus. It is aimed at satisfying
two goals: high accuracy and low computational requirements. Differently from the proposed paper, [28] employs laptops
and PCs to acquire RSS measures and to compute the user’s position. Horus achieves low computational burden by
implementing a clustering module. In practice, it defines a cluster as a set of locations (i.e., the RPs) sharing a common
set of APs. During the positioning phase, Horus searches the RP which better matches the observation vector only within the
cluster to which such observation vector belongs. Horus shows a great accuracy (with a positioning error below 0.6 (m)).
It has direct benefit from the Smart p(o|l) computation as will be shown in the performance evaluation. Even if its main
scope is slightly different from the one proposed in this paper, the work in [37] is still an interesting reference to consider. It
proposes a zone-based RSS reportingwhere the location server translates geographical zones defined by LBSs into RSS-based
representations. This allows implementing an efficient Place-Of-Interest (POI) detection.

[38] proposes a novel, incremental approach that reduces the energy consumption ofWiFi localization by scanning just a
few selected channels. This idea provides good energy saving (between 20.64% and 57.79%). It considers channels 1, 6 and 11
as generally preferred by system administrators and sets them as factory defaults. Although this is a reasonable hypothesis,
it could raise some issues if such positioning system should be applied to APs which use different channels.
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Fig. 1. Positioning error (in (m)) as a function of the acquisition time (in (s)) for different values of T and 1t . The numberM of employed APs is 10.

To avoid heavy computational on-board loads, MDs often rely on a web-server component to get their position. In these
cases, MD acts as a sensor by acquiring RSS values and sending them to the web-server component which is in charge to
perform all the computations necessary to get the position. Even though this approach allows saving MD’s CPU, it requires
more energy than simple on-board computing because radio transmission is one of the most energy-consuming tasks in
mobile devices [39]. As said in [40]: ‘‘for computation offloading to be beneficial the workload needs to perform more than
1000 cycles of computation for each byte of data’’. Considering that P-FP requires a small number of operations (or cycles of
computation), see Section 5.3, transmitting data over the network and using a web-server component are not the optimal
choice in this case.

To reduce the number of operations, computation time and energy costs, the key idea of the proposed Smart approach
is to employ an algebraic factorization of the equations of the P-FP method, which allows computing and storing some
necessary variables directly in the training phase, thus avoiding their computation during the online positioning phase. The
key quantity to act on is the Gaussian Probability Density Function (PDF). It is employed in many fields such as statistics
(e.g., to describe the Normal distributions), signal processing (e.g., to define Gaussian filters and to model classifiers), and
mathematics/physics (e.g., to solve heat and diffusion equations). Many works in the literature are aimed at reducing
the computational burden requested by Gaussian-based approaches but, in some cases, approximations are applied and
available solutions provide a single simplified closed formula whose numerical results approximate the analytical solution.

In more detail, [41] provides derivations for the mean and standard deviation of a product of two Gaussian PDFs. Even
if the idea could be extended to more than two functions, [41] does not provide a way to compute the final formula. [42]
contains two algorithms to compute the product of Gaussian mixtures efficiently but it introduces an approximation. Other
scientific contributions show similar ideas but are related to sums rather than to products. For example, [43,44] show how
the employment of approximations can reduce the number of operations to compute the sum of N Gaussian functions. [45]
proposes many ways to practically implement numerical algorithms but does not consider the product of Gaussian PDFs.

3. Traditional Probabilistic Fingerprinting approach (Traditional P-FP)

Let L and M be the number of employed Reference Points (RPs) and Access Points (APs), respectively. We denote the
lth Reference Point with RP l and the mth Access Point APm, where l ∈ [1, L] and m ∈ [1,M]. Each RP l is identified by its
coordinates Cl = (xl, yl)with respect to a common two-dimensional Cartesian reference system.We define T as the number
of RSS training values, each of them acquired every 1t seconds (scanning period). Many different values of the parameters
T and 1t (defined for the training phase) have been tested: too large values lead to long acquisition time; too small values
imply getting less measurements and consequently unreliable observation vectors.

Fig. 1 shows the trends of the positioning error (in (m)) as a function of the acquisition time (in (s)) for different values
of T and 1t whenM = 10 APs are employed. The overall acquisition time considered is 90 (s). When 1t = 1 (s) the whole
positioning process collects T = 90 RSS values. Similarly, when 1t = 2 (s) it acquires T = 45 RSS values and so on. From
Fig. 1 it is possible to note a decreasing trend of the positioning errorwith respect to the increase of the acquisition time. This
ismotivated by the fact that a longer acquisition time provides amore robust average value of the RSS and, as a consequence,
more reliable observation vectors.
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During the training phase, a three-dimensional observation matrix Õ composed of L rows and M columns of T elements
is built. The element õm,l,t ,m ∈ [1,M], l ∈ [1, L], t ∈ [1, T ] of the observation matrix Õ is the single RSS value received from
themth AP, sensed at the lth RP during the tth signal strength measure.

Fixingm and l and varying t from 1 to T in the observationmatrix, we get a single observation vector composed of T RSSs
values. Everymeasurement is made by keeping aMD still in a specific RP and by varying its orientation.µm,l and σ 2

m,l are the
mean and the variance of all the observations for themth AP at the lth RP, respectively. They represent the radio fingerprint
of each RP.

µm,l =
1
T

T
t=1

õm,l,t

σ 2
m,l =

1
T

T
t=1


õm,l,t − µm,l

2
.

(1)

The procedure is iterated for all the considered RPs. Coherentlywith the literature (e.g., [31,17,46]), a Gaussian Probability
Density Function (PDF), is used to model the RSSs distribution in this paper. In more detail, N(·) indicates the one-
dimensional Gaussian PDF that models the RSS variation for a single AP at the single RP l. During the offline phase, we
estimate an M-dimensional Joint Gaussian Probability Density Function (JG-PDF) modelling the RSSs variations for all the
APs for each RP in the area of interest. This is necessary because the RSS measured at a generic RP is related to the radio
signals transmitted by all theM APs and not by one single AP. In order to estimate such PDF, coherently with the literature,
we apply the hypothesis of statistical independence among the irradiated RSSs from each AP. This assumption implies that
theM-dimensional JG-PDF can be expressed as the product ofM mono-dimensional Gaussian PDFs:

NM (µl, Sl) =

M
m=1

N

µm,l, σ

2
m,l


(2)

where NM(·) represents the M-dimensional JG-PDF that describes the RSS distributions for all the APs at the specific RP l.
The quantitiesµl and Sl are, respectively, themeans vectors (1 × M) and the covariancematrices (M × M) computed at the
RP l. At the end of the training phase a probabilistic radio map based on the distribution of the received RSSs is obtained for
the area of interest. The single PDF for each APm at each RP l can be written as:

N

µm,l, σ

2
m,l


=

1
2πσ 2

m,l

e
−

(om−µm,l)
2

2σ2
m,l . (3)

During the positioning phase the MD acquires the RSS values and computes the observation vector o = [o1, . . . ,
om, . . . , oM ] similarly as done for the training phase. The positioning (online) phase checks the Gaussian PDF N(·) value
for the observation vector o = [o1, . . . , om, . . . , oM ] and computes the quantity p(l|o) by using the Bayes rule as in the
following formula:

p(l|o) =
p(o|l)p(l)

p(o)
. (4)

Given p(l) and p(o), p(l|o) only depends on the probability p(o|l) to have o at a given RP l. In P-FP, the values of p(o|l) are
computed as in Eq. (5) by combining Eqs. (2) and (3):

p(o|l) =

M
m=1

1
2πσ 2

m,l

e
−

(om−µm,l)
2

2σ2
m,l , ∀l ∈ [1, L] . (5)

Eq. (5) reports the reference formula for the Traditional P-FP. To obtain a fair comparison of Traditional P-FP with the
proposed Smart P-FP, all the results which involved the Traditional approach have been obtained by applying Eq. (5) as is,
without any pre-manipulations.

The estimated coordinates of the Mobile Device (MD) position, denoted with C̃ =

x̃, ỹ


, may be computed by using

different criteria. Among others, we canmention:Most Likelihood (ML)which simply provides, asMDposition, the Cartesian
coordinates of theRP l with the highest p(o|l); K-MLwithK ≥ 2,which averages the coordinates of theK RPswith the highest
p(o|l) values; K Weighted Most Likelihood (KW-ML) with K ≥ 2, which computes a weighted average of the coordinates of
the K RPs with the highest p(o|l) values.
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4. The Smart P-FP approach

Smart P-FP procedure is based on the following algebraic steps. Eq. (5) may be rewritten as follows:

p(o|l) =

M
m=1

1
2πσ 2

m,l

e
−

(om−µm,l)
2

2σ2
m,l

=
1

2πσ 2
1,l

e
−

(o1−µ1,l)
2

2σ2
1,l ·

1
2πσ 2

2,l

e
−

(o2−µ2,l)
2

2σ2
2,l · · ·

1
2πσ 2

M,l

e
−

(oM−µM,l)
2

2σ2
M,l . (6)

We define the quantity σ̄ 2
m,l as:

σ̄ 2
m,l = σ 2

1,l · · · σ
2
m−1,l · σ 2

m+1,l · · · σ
2
M,l =

M
m=1

σ 2
m,l

σ 2
m,l

. (7)

After some algebraic computations, we get:

p(o|l) =


1

√
2π

M 1
M

m=1
σ 2
m,l

e

−


M

m=1
σ̄2
m,l(om−µm,l)

2

2
M

m=1
σ2
m,l


. (8)

Considering the numerator of the exponential power, we can write:

M
m=1

σ̄ 2
m,l(om − µm,l)

2
=

M
m=1

M
j=1

σ 2
j,l

σ 2
m,l

(om − µm,l)
2

=

M
m=1

M
j=1

σ 2
j,l

σ 2
m,l


o2m + µ2

m,l − 2omµm,l


=

M
m=1

o2m

M
j=1

σ 2
j,l

σ 2
m,l

+ µ2
m,l

M
j=1

σ 2
j,l

σ 2
m,l

− 2omµm,l

M
j=1

σ 2
j,l

σ 2
m,l

. (9)

It is worth noting that quantities
M

j=1 σ 2
j,l

σ 2
m,l

, µm,l, and µ2
m,l, ∀m, do not contain terms acquired in the positioning phase.

Consequently, they can be computed and stored during the training phase so saving operations, time and energy. Starting
from Eq. (9), we can also define three quantities that will be useful in the following:

αl =
γl

2
·

M
m=1

µ2
m,l

σ 2
m,l

βl =


1

√
2π

M

·
1
γl
2

γl =

M
m=1

σ 2
m,l

(10)

αl,βl andγl are the elements of the following three vectors of length L:α = [α1, . . . , αl, . . . , αL],β = [β1, . . . , βl, . . . , βL]

and γ = [γ1, . . . , γl, . . . , γL], respectively. Since µ2
m,l and σ 2

m,l are already known after the training phase, α, β and γ can be
computed without the knowledge of the observation vector. Eq. (9) may be rewritten by using αl and γl as follows:

M
m=1

o2m

M
j=1

σ 2
j,l

σ 2
m,l

+ µ2
m,l

M
j=1

σ 2
j,l

σ 2
m,l

− 2omµm,l

M
j=1

σ 2
j,l

σ 2
m,l

= αl +
γl

2

M
m=1

om(om − 2µ2
m,l)

σ 2
m,l

. (11)
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Table 1
Technical features of the three mobile devices employed in this paper.

Device 1 Device 2 Device 3

CPU Cortex-A8 MSM8255T ARM 11
1 GHz 1.4 GHz 528 MHz

Memory
8 GB/16 GB 4 GB 288 MB
512 MB RAM 512 MB RAM 512 MB RAM
2 GB ROM 512 MB ROM 512 MB ROM

Wi-Fi 802.11 b/g/n 802.11 b/g/n 802.11 b/g

OS Android v2.1 Android v2.3 Android v1.6
(Eclair) (GingerBread) (Donut)

The quantity
M

m=1
om(om−2µ2

m,l)

σ 2
m,l

is the only part of Eq. (11) that must be computed during the positioning (online) phase.

Taking into account the expressions in Eq. (10), the exponential power (ignoring the sign) of Eq. (8) can be written as:
M

m=1
σ̄ 2
m,l(om − µm,l)

2

2
M

m=1
σ 2
m,l

=

αl +
γl
2

M
m=1

om(om−2µ2
m,l)

σ 2
m,l

γl

=

M
m=1

µ2
m,l + om(om − 2µ2

m,l)

2σ 2
m,l

. (12)

Consequently, the p(o|l) probability in Eq. (8) can be rewritten as

p(o|l) = βle
−

M
m=1

µ2
m,l+om(om−2µ2

m,l)

2σ2
m,l (13)

where the quantities µ2
m,l, 2µm,l, 2σ 2

m,l and βl can be pre-computed and stored in the training phase. The computation in
Eq. (13) is called Smart. It is important pointing out that the result reported in Eq. (13) does not introduce any approximation
at all. This fact leads to a new P-FP method, called Smart P-FP, that allows saving time and energy (as deeply detailed in the
next sections) without incurring in higher positioning errors. It is important to remind that any positioning method using a
Gaussian-based p(o|l) can have benefit from the application of Eq. (13).

5. Performance evaluation: comparison of Traditional and Smart approach

5.1. Employed devices

The first part of performance evaluation proposed in this paper has been carried out by implementing Traditional and
Smart P-FP methods on three off-the-shelf MDs. In particular, we have employed three smartphones identified as Device
1, Device 2 and Device 3 and, for each of them, we have computed p(o|l) in different conditions. All used smartphones are
based on the Android OS. Table 1 reports their main technical details.

5.2. Basic information

In this section we analyse the improvement, in terms of number of operations and energy consumption assured by the
Smart P-FP approach in comparison with the Traditional one. In more detail, we compare thementionedmetrics to compute
Eq. (5) (Traditional) and Eq. (13) (Smart). The computation of p(o|l) is the only differentiation between Traditional and Smart
and, consequently, it is the only discrimination element.

Similarly to [47,48], we adopt the necessary number of FLoating point OPerations (FLOPs1) to compare Traditional and
Smart approaches in terms of computational load. Although FLOP counting does not characterize the computational com-
plexity, it is a relevant measure of the computation load [47]. This idea is also supported by [49] which states that FLOPs
are a good measure of how fast a computer can work in an ideal situation. Furthermore, it adds: ‘‘since a lot of scientific code
mostly deals with floating floats, FLOPs are a reasonable measure of how fast the computer can do meaningful computations’’.

In addition, considering that some papers such as [21,50] use the energy consumption to evaluate applications, algo-
rithms and procedures, we have evaluated the two p(o|l) computation methods also from the energy/power consumption

1 The acronym FLOP is a flop count, i.e., a count of these operations required by a given algorithm or computer program. It must not be confused with
the acronym FLOPS (with the final capital ‘‘S’’) which stands for FLoating-point Operations Per Second, which is a measure of computer performance.
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Table 2
Estimated times (in (ns)) needed to perform P-FP operations for each
employed device.

Tsum Tmult Tpow Texp Tsqrt

Device 1 25.27 73.35 296.61 110.26 695.72
Device 2 28.08 17.21 208.25 57.76 354.03
Device 3 665 561 4433 4462 10407

Table 3
Estimated FLOPs.

Fsum Fmult Fpow Fexp Fsqrt

Device 1 1 2.9 11.7 4.3 27.5
Device 2 1 0.6 7.4 2.05 12.6
Device 3 1 0.8 6.6 6.7 15.6

viewpoint. This aspect is crucial for mobile devices, especially smartphones, which are powered by batteries limited in ca-
pacity.

In order to estimate the required number of FLOPs, a relation between the single arithmetical operation and the related
number of FLOPs is needed [51]. To get this relation, we have considered the algebraical sum as a reference and we have
measured the CPU time needed to execute the sum, denotedwith Tsum. The CPU time required to perform all other operations
necessary to compute Eqs. (5) and (13) may be derived starting from Tsum. In practice, assuming the number of FLOPs of a
single sum, denoted with Fsum, equal to 1, the number of FLOPs necessary for any other operation is the ratio between the
measured time spent to compute it and Tsum.

Table 2 reports the measured time required to perform all the basic operations essential to compute p(o|l) in the
Traditional and/or Smart FP approach: sum (Tsum), multiplication and ratio (Tmult ), power (Tpow), exponential (Texp) and square
root (Tsqrt ). The shown values are the averages, in (ns), obtained by running each single operation for 106 times over the three
employed devices.

Table 3 reports the obtained estimated FLOPs for each operation.
Both Tables 2 and 3 evidence significant differences both among the devices performing the same operation (i.e., fixing

the column and varying the row) and among different operations performed by the same device (i.e., fixing the row and
varying the column).

5.3. Smart vs. Traditional P-FP: computational load in the positioning (online) phase

The required computational load during the positioning (online) phase for Traditional and Smart P-FP approaches can be
analytically expressed by considering the overall number of operations in both cases, given the number M of APs for each
device.

Concerning Traditional P-FP, the computation of the probability p(o|l) in Eq. (5) for a single RP l requires:

• NT
sum = M sums

• NT
mult = 7M − 1 multiplications

• NT
pow = 3M powers

• NT
exp = M exponentials

• NT
sqrt = M square roots.

In terms of estimate FLOPs ΩT :

ΩT (M) = FsumNT
sum + FmultNT

mult + FpowNT
pow + FexpNT

exp + FsqrtNT
sqrt . (14)

The time, denoted with TT (M), needed to compute p(o|l) can be written as follows:

TT (M) = TsumNT
sum + TmultNT

mult + TpowNT
pow + TexpNT

exp + TsqrtNT
sqrt . (15)

Substituting the numerical values reported in Table 3 in Eq. (14) and the numerical values appearing in Table 2 in Eq. (15),
it is possible to explicitly write the number of floating point operations and the time required by the Traditional approach
to compute p(o|l) for each employed device as a function of the numberM of used APs. The obtained functions are reported
in Table 4.

Concerning Smart P-FP procedure where p(o|l) is computed through Eq. (13): as said in Section 4, since the quantities
µ2

m,l, 2µm,l, 2σ 2
m,l and βl in Eq. (13) can be pre-computed and stored during the training phase, a significant amount of

operations and time can be saved during the online (positioning) phase. So, to compute the probability p(o|l) in Eq. (13),
Smart P-FP requires:
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Table 4
Estimated computational load in the online phase for each employed device,
Traditional procedure.

Employed device ΩT (M) TT (M) (ns)

Device 1 88.8M − 2.9 2243M − 73.28
Device 2 42.05M − 0.6 1180.76M − 16.85
Device 3 48.7M − 0.8 32385.5M − 532

Table 5
Estimated computational load in the online phase for each employed device,
Smart procedure.

Employed device ΩS(M) TS(M) (ns)

Device 1 8.8M + 6.2 222M + 156.7
Device 2 4.2M + 1.65 118M + 46.3
Device 3 4.6M + 6.5 3059M + 4322

• NS
sum = 3M − 1 sums

• NS
mult = 2M + 1 multiplications

• NS
exp = 1 exponential.

The consequent number of estimated FLOPs and needed time as a function of M are contained in Eqs. (16) and (17),
respectively. Substituting the values of Tables 3 and 2 in Eqs. (16) and (17), respectively, we can numerically write the
number of FLOPs and time required by Smart P-FP procedure to compute p(o|l) as a function of the number of M APs.
Functions are shown in Table 5. Specifically, Table 5 does not consider the pre-computed calculations required by the Smart
P-FP, but only reports the quantities related to the online computation.

ΩS(M) = FsumNS
sum + FmultNS

mult + FexpNS
exp (16)

TS(M) = TsumNS
sum + TmultNS

mult + TexpNS
exp. (17)

5.3.1. Is offload computation beneficial for Smart and Traditional P-FP?
The functions appearing in Tables 4 and 5 will be exploited in the next Sections to focus on the advantages brought by

the Smart P-FP procedure but they are useful also to comment about the fact that smartphones often rely on a web-server
or cloud component to locate the user inside an indoor area so to avoid heavy computations locally, as said at the beginning
of Section 2. This action allows saving smartphone’s CPU, but may require more energy than executing all the calculations
locally since radio transmission is an energy-consuming task [39]. As reported in [40], a good thumb rule to understand if
the offload computation can be beneficial is to evaluate if the workload requiresmore than 1000 Cycles of Computation (CC)
for each byte of data.

Since most modern microprocessors can perform 4
 FLOPs

CC


[52], more than 4

 FLOPs
CC


∗ 1000


CC
byte


= 4000


FLOPs
byte


are

necessary to make offload computation convenient. Typically, a single float variable is represented and stored by 4 bytes.
Both Traditional and Smart P-FP approaches have to compute p(o|l) (see Eqs. (5) and (13), respectively). Being the vector o
composed ofM float values, both approaches must elaborate 4M bytes during the positioning phase.

As reported in Tables 4 and 5, Traditional and Smart P-FP approaches require, referring to the slowest device,
(88.8M − 2.9) and (8.8M + 6.2) FLOPs, respectively. Consequently, Traditional P-FP needs 88.8M−2.9

4M


FLOPs
byte


ranging from

21.84 to 22.16

FLOPs
byte


for 2 ≤ M ≤ 20. In the same way, Smart P-FP method requires 8.8M+6.2

4M


FLOPs
byte


ranging from 2.98 to

2.28

FLOPs
byte


for 2 ≤ M ≤ 20. For the sake of completeness, it is important to notice that such values, either for Traditional

and Smart approach, refer to the computation load (in

FLOPs
byte


) when a single RP is considered. For actual location estimation,

the same computationmust be performed for every single RP so as to be able to determine which is themost likely location.
As a consequence, the minimum number of RPs for the offload computation to be beneficial can be determined for both

approaches. The Traditional approach (for the worst case,M = 20) would require
4000


FLOPs
byte


22.16


FLOPs
byte

RP ≈ 181 RPs. In the sameway,

the Smart procedure would require
4000


FLOPs
byte


2.98


FLOPs
byte

 RP ≈ 1342 RPs. From the obtained numbers it is clear that, for the Traditional

approach, the offloading computation becomes effective when more than 181 RPs are employed, which is an often verified
condition. On the other hand, for the Smart procedure more than 1342 RPs should be employed for offloading computation
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Fig. 2. Estimated percentage of saved number of FLOPs by the Smart procedure vs. the numberM of APs for each employed device.

Table 6
Percentage of FLOPs saved by the Smart procedure as a function ofM and limit
forM → ∞.

Devices ΨΩ (M) limM→∞ ΨΩ (M)

Device 1

1 −

8.8M+6.2
88.8M−2.9


· 100 90.09

Device 2

1 −

4.2M+1.65
42.05M−0.6


· 100 90.01

Device 3

1 −

4.6M+6.5
48.7M−0.8


· 100 90.55

to be beneficial. Considering offloading computation requires a reliable and always-guaranteed internet connection, which
could be a not always verified hypothesis, if a scenario with more than 181 RPs is considered, the employment of the Smart
procedure guarantees significant energy savings without using offload computation.

5.4. Comparison of Smart and Traditional P-FP

Traditional and Smart P-FP are compared in terms of (i) number of FLOPs and time and (ii) energy/power consumption.

5.4.1. Number of FLOPs and time
Eq. (18) estimates the percentage ΨΩ(M) of saved number of FLOPs by the Smart procedure as a function of the number

M of used APs to compute p(o|l):

ΨΩ(M) =


1 −

ΩS(M)

ΩT (M)


· 100. (18)

Taking the values of ΩT (M) and ΩS(M) in Tables 4 and 5, respectively, Table 6 shows the expression of Eq. (18) for each
employed device as a function ofM , together with the limit of Eq. (18) forM → ∞. The behaviour versusM of the functions
ΨΩ(M) appearing in Table 6 is shown in Fig. 2 for each device.

The Smart procedure allows savingmore FLOPswhen the APs number increases. This is important because the higher the
AP number, the higher the accuracy of the positioning. It is important also to note that the behaviour is very similar for all
employed devices and that the convergence towards the asymptote (approximately 90% for all devices) is quick: if M ≥ 8
there is no meaningful difference among the percentage results provided by the employed devices because all curves are
very close to the asymptote. Another important aspect is that the number of saved operations is significant even if few APs
are available: the employment of M = 3 APs already provides a percentage of saved operations of 87.6% for Device 1, of
88.64% for Device 2, and of 86.03% for Device 3.

The percentage ΨT (M) of saved time by the Smart procedure as a function of M to compute p(o|l) is shown in Eq. (19).
Taking the values of TT (M) and TS(M) appearing in Tables 4 and 5, respectively, Table 7 shows the expression of Eq. (19) for
each employed device and the limit of Eq. (19) forM → ∞. Analytically:

ΨT (M) =


1 −

TS(M)

TT (M)


· 100. (19)

Functions ΨT (M) in Table 7 are shown versus M in Fig. 3 for each device. As commented for the number of FLOPs, the
estimated percentage of saved terms rapidly approaches the asymptotewhenM increases and, even for very smallM values,
it is well above 85% for any device. A great advantage to use estimations in Eqs. (18) and (19) is the chance to analyse the
behaviour when M is very big (up to M → ∞). This is not possible by performing real measures that, on the other hand,
can be carried out whenM is not huge and also compared with the values obtained by the estimations.
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Table 7
Percentage of time saved by the Smart procedure as a function ofM and limit
for M → ∞.

Devices ΨT (M) limM→∞ ΨT (M)

Device 1

1 −

222M+156.7
2243M−73.28


· 100 90.09

Device 2

1 −

118M+46.3
1180,76M−16.85


· 100 90.01

Device 3

1 −

3059M+4322.5
32385.5M−532


· 100 90.55

(a) Percentage of saved time for Device 1.

(b) Percentage of saved time for Device 2.

(c) Percentage of saved time for Device 3.

Fig. 3. Percentage of saved time assured by the Smart procedure with respect to the Traditional one for Devices 1 (a), 2 (b) and 3 (c): practical measures
compared with estimations.

Practical measurements in terms of saved time (the number of FLOPs are not directly measurable) have been carried
out on real smartphones. The time necessary to compute p(o|l) through Traditional and Smart P-FP has been measured by
varying the number of employed APs. The Received Signal Strength (RSS) of the APs involved in the localization process has
been simulated to simplify the implementation of the tests. In order to obtain robust and significant results, all the tests
have been performed 108 times2 and then averaged.

2 Since the time necessary to carry out a single positioning process is very small (i.e., few nanoseconds), the number of tests has been increased in order
to obtain measurable quantities.
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Fig. 4. Comparison of Smart and Traditional procedure concerning the average consumed energy of each employed device.M varies cyclically in the range
[3, 100] for each run.

Table 8
Consumed power as a percentage of the Total Charge and available TCs.

Device employed Traditional P-FP Smart P-FP TC (Wh)

Device 1 3.08% 0.33% 5.55
Device 2 5.50% 0.54% 5.55
Device 3 18.7% 1.94% 4.95

The percentage of saved time guaranteed by the Smart procedure with respect to the Traditional one when measures on
real smartphones are performed is shown in Fig. 3 for all the employed devices versus the number of employed APs. The
estimated values already shown in Fig. 2 are reported again in Fig. 3 to allow an immediate comparison.

The theoretical estimation behaviour approximates the real measure very well, so the observations and comments
previously reported for Figs. 2 and 3 take an immediate practical meaning.

5.4.2. Energy consumption
Since MDs, especially smartphones, are powered with batteries which are limited in capacity [53] and since relying on

web servers and cloud computing is not convenient, energy consumption assumes a special interest. We have measured
the energy consumed by Smart and Traditional P-FP for each employed device by using Android PowerTutor (PT) tool. PT
is a power estimation software implemented for Android platform smartphones, which provides accurate, real-time power
consumption estimates for power-intensive hardware components including CPU, LCD display, GPS, WiFi, audio, and radio
interfaces. In terms of accuracy, for a 10 (s) interval, the average error provided by PT, with respect to measures obtained
with hardware metres, is 2.5% [54]. In this paper, we consider the consumed energy expressed inWatt hour (Wh) (3600 (J)),
as the product between the power needed to complete the positioning phase and the related processing time. We also
compare the necessary energy with the Total Charge (TC) (Wh) of the smartphones batteries. Fig. 4 shows the consumed
energy by each device to compute p(o|l) for Smart and Traditional P-FP. Reported values are averaged over 108 positioning
runs because the energy of a single or few positioning runs is not detectable by the PT tool. The same averaged valuesmay be
obtained through 106, 107 ormore positioning runs. The used number of APs varies cyclically for each run from 3 to 100. The
effect, given the number of performed run, is very similar to a random selection of the number of APs in the range [3, 100].
Again, RSS is simulated but the power is measured on real devices.

The energy saved by the Smart approach (grey bars) is meaningful with respect to the Traditional one (black bars). Device
1 consumes almost 0.2 (Wh) when Traditional P-FP approach is used while it requires slightly more than 0.01 (Wh) if Smart
P-FP is applied. Device 2 uses 0.3 (Wh) and 0.03 (Wh) for Traditional and Smart P-FP, respectively. Device 3 consumes
0.96 (Wh) for Traditional P-FP and 0.09 (Wh) for Smart P-FP. The percentage gain assured by Smart P-FP with respect
to Traditional P-FP is above or equal to 90% for all employed devices. The consumed energy has a direct impact on the
smartphone battery charge. The average consumed energy to compute p(o|l) reported in Fig. 4 is shown in Table 8 as a
percentage of the Total Charge (TC) for each device. Table 8 contains also the value of the TC in (Wh) of each employed
smartphone. The benefits provided by the Smart procedure are very clear: on each device, to compute p(o|l), if the Traditional
method consumes x% of TC, the Smart one consumes approximately 0.1 · x% of TC.

5.5. Accuracy of the position and power consumption to compute p(o|l)

This section is aimed at discussing the relation between positioning error (expressed in (m)) and required power (in
(mW)) to compute p(o|l) for the two approaches. Fig. 5 contains positioning error (computed through the 4-WML algorithm
with 156 RPs) and consumed power to compute p(o|l) versus the number M of employed APs for Smart and Traditional
procedure, for Device 2. Devices 1 and 3 provide similar results. It may be noted that Fig. 5 reports the power needed to
compute p(o|l) and not to complete the overall localization process. This is motivated, as already said, by the fact that p(o|l)
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Fig. 5. Positioning error and power consumption versus the numberM of used APs.

is the only discriminant factor between Smart and Traditional P-FP. Anyway, for the sake of completeness, it is meaningful
to say that the computation of p(o|l) within 4-WML with 156 RPs takes most of the computation time: 93.3% of the overall
positioning time for Smart and 95.92% for Traditional.

The two methods provide the same positioning error, since Smart P-FP does not introduce any approximation. Fixing a
given positioning error or, equivalently, the number of APs, we can get the power that must be applied to compute p(o|l) for
the two approaches directly in Fig. 5. For example, if we want a positioning error below 3 (m) we need to use at least 7 APs.
The consequent required power is about 0.1 (mW) for the Smart solution and slightly below 0.25 (mW) for Traditional one.
The advantage in the employment of the Smart solution can be also highlighted by choosing a power threshold to compute
p(o|l) and checking the positioning accuracy for the two approaches. Let the maximum amount of power available be, for
example, 0.15 (mW): if the Traditional approach is employed, no more than 5 APs can be used and the positioning error is
around 4 (m); if Smart P-FP is applied, 12 APs can be used so allowing a positioning error below 2 (m).

5.6. Power consumption distribution between WiFi interface and CPU

This section is aimed at evaluating the distribution of the energy consumption to compute p(o|l) between the two
hardware components involved in the positioning process:WiFi interface (to scan signals) and CPU for Traditional and Smart
P-FP (to compute positioning). Fig. 6 shows the energy distribution to compute p(o|l) versus the number of APs (M) for both
approaches. Again, measures are referred to 108 positioning runs and have been carried out through the PT tool. Also in this
case, only Device 2 has been shown because the other two devices provide similar results.

It is important to point out that, as reported by some papers in the literature, the measurements obtained through PT are
not very accurate because they canbe biased byunreliable energymodels. For example, thework in [55] shows some limits of
software-based smartphone energy measurement tools highlighting that the Android WiFi scan implementation has some
inefficiencies that are not considered by PT. [55] reports that the duration of the entire scanning operation is composed
of three phases: (i) device wake-up (Head), (ii) scan itself (Scan), and (iii) period between scan completion and device
suspension (Tail). The overallWiFi scan operation (Head+ Scan+ Tail) requires about 3 s. This behaviour represents a crucial
issue when sequential scans are performed. In detail, if periodic WiFi scans are carried out with a period lower than 3 (s),
an overlap between scans may occur, so impacting the numerical values of the energy consumption, but this overlapping
is not considered by PT. In consequence, the quantitative evaluation of energy savings that we have measured by PT may
be subject to such intrinsic tool inaccuracy, may look different if other techniques are used to measure the consumption
and will be assessed more precisely as soon as embedded hardware facilities are available in future smartphone platforms.
Anyway, the validity of the reported results is confirmed in terms of the percentage of energy saved by the Smart procedure
with respect to the Traditional one since the scanning period remains constant in both cases and the used tool is the same.

Energy consumption due toWiFi scans is constant to 547 (J) ≃ 0.15 (Wh) in all cases. It depends on neither the number
of APs nor the P-FP version because it is related only to the need of keeping theWiFi radio interface active. On the other hand,
as expected from the results shown in the previous sections, the energy consumption due to the CPU employment varies
with the number of APs and with the used P-FP version. In practice, Smart P-FP advantage is exploited only in the CPU. The
Smart approach allows saving a significant quantity of energy but also changes the power need distribution between WiFi
interface and CPU, reducing CPU power requirements drastically. In the Traditional case, the CPU consumption, on average,
is around 60% of the overall consumed energy. If the Smart version is applied, the percentage of energy consumed by the
CPU is below 20% of the overall consumed energy. It is worth noticing from Fig. 6 that even for small M values [3, 5, 7, 10],
on average, Smart P-FP requires less than 55% of energy with respect to Traditional P-FP. Energy values averaged over the
set ofM values [3, 5, 7, 10] are 1408 (J) ≃ 0.39 (Wh) for Traditional P-FP and 658 (J) ≃ 0.18 (Wh) for Smart P-FP.
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Fig. 6. Energy distribution between WiFi interface and CPU.

Fig. 7. Trade-off between positioning error (in (m)) and energy for both Traditional and Smart P-FP.

The results highlight that Smart P-FP has a significant impact on the device battery lifetime and, as a consequence, is
more suitable to be applied for LBSs and/or CA applications over smartphones.

5.7. Energy distribution between positioning error and WiFi scans

Fig. 7 shows, as a function of the number M of APs, the positioning error for both Traditional and Smart P-FP keeping
fixed the amount of spent energy. Namely, for each pair of histogram bars related to a specific value ofM , the overall energy
required by the whole positioning process (i.e.,WiFi scans and CPU employment) is constant. Its values are reported within
Fig. 7. For example, M = 1 requires 1288 (J), M = 3 needs 1398 (J) and so on. Experimental results show that Smart P-FP
procedure can obtain a lower positioning error with respect to Traditional P-FP when the same amount of APs and energy is
used. The motivation of this outcome is the following: if the overall amount of energy and the number M of APs are fixed,
the lower CPU employment required by Smart P-FP allows keeping active theWiFi radio interface for a longer period of time
(see Fig. 6 for reference). As reported at the beginning of Section 3, higher values of T provide a more robust average RSS
value and, consequently, lower positioning errors. In practice, if the overall amount of energy and the numberM of APs are
fixed, Smart P-FP can trade energy with a lower positioning error. This fact becomes even more relevant if the numberM of
APs grows, as shown in Fig. 7.

6. Performance evaluation: The Smart p(o|l) computation to boost Gaussian-based indoor positioning algorithms

One of the strongest points of the proposed Smart p(o|l) computation is represented by its capability to reduce the
number of FLOPs necessary to estimate the user position, for all the FP positioning methods that require p(o|l) based on
Gaussian probabilities. To illustrate such improvement, three state of the art algorithms of this type have been considered:
(i) Haeberlen et al. [56], (ii) Roos et al. [13] and, (iii) HORUS [28]. For eachmethod, the computational load in terms of number
of FLOPs required to estimate the user position has been calculated by using (or not) the Smart p(o|l) computation procedure
in Eq. (13). Table 9 summarizes the obtained results and will help show the effectiveness of the proposed procedure. All the
calculations necessary to get the formulas reported in such table are provided in the Appendix.M is the number of APs and
L the number of RPs, as in Eqs. (5) and (13). V is the number of observation vectors. M ′ is specified below. Differently from
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Table 9
Computational Load of three of the main indoor positioning algorithms with and without the employment
of the Smart procedure to compute p(o|l).

Algorithm Computational load
Without the Smart procedure With the Smart procedure

HORUS [28] 4 ·
M ′

m=1 [88.8m − 2.9] · |L(m)| 4 ·
M ′

m=1 [8.8m + 6.2] · |L(m)|

Haeberlen [56] 88.8ML + 5.8L − 1 8.8ML + 15.9L − 1
Roos [13] [(88.8M − 2.9) + (V + 1) + 2.9] · L [(8.8M + 6.2) + (V + 1) + 2.9] · L
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Fig. 8. Comparison of the computational load required by the positioning (online) phase of (i) HORUS [28]. (ii) Haeberlen et al. [56], and (iii) Roos et al. [13]
with and without the employment of the Smart procedure.

the analysis reported in the previous section, aimed at showing the performance advantage brought by the Smart procedure
focusing on a specific positioning algorithm, here the number L of RPs necessary to determine the user position must be
considered. The three aforementioned algorithms employ different positioning strategies whose number of operations is
affected by the number of RPs employed.

For the HORUS algorithm [28], in our comparison, we have assumed that M ′ (the number of APs necessary to converge
to a location estimation) is equal to 6 APs. Furthermore, we have decided that the number of RPs |L(m)| involved in the
positioning process and function of the number of APs, starts from an initial value of 50 with 1 AP and decreases with the
number of employed APs e.g., |L(1)| = 50 RPs if only the first cluster is considered, |L(2)| = 25 RPs if the first two clusters
are considered, |L(3)| = 17 RPs for the first three and so on. For the other two algorithms [56,13], 200 RPs have been
considered. V in [13] is assumed equal to 20. Fig. 8 contains the number of FLOPs computed from Table 9 as explained above
for the three considered algorithms both without the Smart procedure (just as [28,56,13] do) and with the exploitation of
the Smart procedure.

The employment of the Smart procedure allows saving about 88% of the number of FLOPs that the three considered
algorithms require in their original versions (see the numbers over the bars). It is worth remembering that such saving is
obtained without any impact on the position accuracy because the Smart procedure does not introduce any approximation.

7. Conclusions

This paper proposes a new method to compute the probability of an observation vector at a given Reference Point (RP)
based on Gaussian probabilities and a consequent Probabilistic FingerPrint-based (P-FP) method called Smart P-FP. It is em-
ployed to determine the position of aMobileDevice (MD) in an indoor environment. The key idea is to employ some algebraic
factorizations of the equations employed in the Traditional P-FP so as to allow computing and storing some quantities di-
rectly in the training (offline) phase and to avoid many computations during every positioning process (online). The Smart
P-FP procedure does not apply any approximations and, consequently, does not change the positioning accuracy assured by
the Traditional P-FP.

An analytical estimation of the computational load required by Smart and Traditional Probabilistic-FingerPrint (P-FP) has
been presented. Such estimation allows deriving important considerations related to the number of FLoating points OP-
erations (FLOPs) and to the time/energy saved in percentage by using the Smart procedure with respect to the Traditional
one when the number M of used Access Points (APs) is varying. Experiments performed for M ≤ 100 over three different
off-the-shelf Android smartphones, substantially overlap the theoretical values of saved time/energy, so confirming the va-
lidity of the proposed approach. The amount of time/energy saved is significant even when few APs are used:M = 3 allows
Smart P-FP saving more than 86% of energy with respect to Traditional P-FP. Finally, if M belongs to the range [3, 100], the
percentage of saved time/energy is equal or above 90% for all the devices.

Furthermore, the adoption of the Smart procedurewithin three of themost performing positioning algorithms in the state
of the art provides about 87%/88% of FLOPs savings with the respect to the original p(o|l) implementation. This confirms the
efficiency of the proposed procedure and opens the door to further practical applications.
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Appendix

This section provides the details of the comparison among the following positioning schemes: (i) Haeberlen et al. [56],
(ii) Roos et al. [13] and, (iii) HORUS [28]. The quantities ΩO and ΩS are calculated and reported for each of them. In this
Appendix, we reference each of the three investigated algorithms with the term Original in case they are considered in their
original versionwhile, on the other hand, we use the term Smart when the Smart procedure is introduced to compute P(o|l).
For the sake of brevity, only data from Device 1 has been employed for such analysis (see Table 3).

[56] Computational load in the positioning (online) phase
[56] employs a Bayesian localization positioning system that exploits a Markovian approach. The paper estimates the

probability that a user is in each RP of the radiomap by using the observation vector o. Consequently, the location is
determined by considering the RP which has the highest probability.

To compute such probabilities, the quantities η and π̄ ′

i , reported in Eqs. (1) and (2) of [56],must be calculated. Considering
these two quantities together allows obtaining the Original computational load ΩO,HB to compute the probability p(o|l),
being L the number of RPs andM the number of APs:

ΩO,HB = [(88.8M − 2.9) + 2.9] · L + (L + 1) + (2 · 2.9)L

= 88.8ML + L − 1 + 4.8L = 88.8ML + 5.8L − 1. (20)

Similarly, if the Smart procedure is exploited, the Smart + Haeberlen algorithm computational load ΩS,HB is:

ΩS,HB = [(8.8M + 6.2) + 2.9] · L + (L + 1) + (2 · 2.9)L

= 8.8ML + 9.1L + L − 1 + 4.8L = 8.8ML + 15.9L − 1. (21)

[13] Computational load in the positioning (online) phase
The algorithm proposed in [13] considers a probabilistic positioning system implemented through Gaussian kernel and

histogram approach. To achieve a fair comparisonwith this approach, only the first one has been considered. The positioning
algorithm [13] is very similar to the Traditional approach reported in this paper. It slightly differs for the formula of the
p(o|l), reported in Eq. (3) of the original paper [13]. Such formula involves a weighted sum over the number of observation
vectors V of Gaussian kernels. Consequently, its Original computational load ΩO,R to calculate the probability p(o|l) for all
the considered RPs is:

ΩO,R = [(88.8M − 2.9) + (V + 1) + 2.9] · L. (22)

The implementation of the Smart procedure allows obtaining the following computational load for the Smart + Roos
algorithm ΩS,R:

ΩS,R = [(8.8M + 6.2) + (V + 1) + 2.9] · L. (23)

HORUS computational load in the positioning (online) phase
Differently from the previous algorithms, the positioning (online) phase of HORUS is composed of four distinct blocks:

(i) Correlation Handler, (ii) Discrete-Space Estimator, (iii) Small-Scale Compensator, and (iv) Continuous-Space Estimator (see
Fig. 6 in [28]). For the computation of p(o|l) in the HORUS algorithm only the Discrete-Space Estimator and the Small-Scale
Compensator have been considered since the remaining blocks perform operations that are not related to that probability.
Both of them employ a product of Gaussians, reported in Eq. (3) of [28]. It is the same formula reported in Eq. (5) of this
paper.

HORUS introduces the idea of cluster, which is a set of RPs sharing a common set of APs. The positioning algorithmworks
as follows. Given the observations o, the APs are sorted in a descending order according to the average RSS. For the first AP,
the one with the largest average RSS, the corresponding p(o|l) is computed for l ∈ [1, |L(1)|], where |L(1)| is the number
of RPs belonging to the cluster set of the first AP.3 If there is a RP l∗ with a probability higher than a threshold (set to 0.1),
HORUS returns l∗ as position estimate. If such RP does not exist, the next AP in the sorted AP list is considered. The process
is repeated only for a number of RPs equal to |L(2)|, where |L(2)| are the RPs belonging both to the clusters 1 and 2. The
algorithm stops when a location estimation is reached.

Once HORUS has estimated the position of a user, it can refine its decision by employing the Small-Scale Compensator.
The system perturbs the observations o by considering all the possible combinations obtainable by adding and subtracting
a small quantity to each AP’s RSS within the vector o (see Section 3.6 of [28]). [28] uses 3 different perturbed observation
vectors from the original one o.

3 L(1) is the set of RPs for the cluster of AP 1. |L(1)| represents its cardinality (i.e., the number of RPs belonging to the set L(1)).
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Consequently, the computational load ΩO,HS needed by the HORUS positioning system in its Original implementation to
compute the probability p(o|l) for all the considered RPs can be written as follows:

ΩO,HS =

M ′
m=1

[88.8m − 2.9] · |L(m)| + 3 ·

M ′
m=1

[88.8m − 2.9] · |L(m)|

= 4 ·

M ′
m=1

[88.8m − 2.9] · |L(m)| (24)

where the second term of the summation is multiplied by 3 for the Small-Scale Compensator contribution. The quantity M ′,
M ′

≤ M is the number of APs necessary to HORUS to converge to a location estimation.
Similarly to what was already done for the other two algorithms, the computational load for the Smart + HORUS

algorithm ΩS,HS is:

ΩS,HS =

M ′
m=1

[8.8m − 6.2] · |L(m)| + 3 ·

M ′
m=1

[8.8m − 6.2] · |L(m)|

= 4 ·

M ′
m=1

[8.8m + 6.2] · |L(m)|. (25)
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