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Abstract—The diffusion of mobile devices, equipped with
many different network interfaces, offers great benefits to
mobile communications, by allowing the fruition of network
services through different Radio Access Networks (RANs).
On the other hand, the development of the IEEE 802.21
Standard, which facilitates the interoperability between
different access networks, assures further performance im-
provements. In this scenario, Network Selection is the action
of choosing the best Radio Access Network (RAN) among a
set of available heterogeneous radio links. Within this topic,
the main contribution of this paper is a performance com-
parison, obtained through a simulator developed by using
Network Simulator 2, among different network selection
algorithms, within the framework of the 802.21 standard.

Index Terms—Mobile Communications, IEEE 802.21
Standard, Network Selection, Performance Comparison,
Simulation.

I. I NTRODUCTION

T HE diffusion of mobile devices, called in this paper
Mobile Nodes (MNs), equipped with many different

radio network interfaces, such as WiFi, WiMax, Universal
Mobile Telecommunications System (UMTS) and Long-
Term Evolution (LTE), assures great improvements in
mobile communications. MNs could be inside an area
covered by more than one Radio Access Networks (RAN).
Each RAN has its own Point of Access (PoA) called
Radio Base Station (RBS) in case of cellular network-
based access (UMTS, LTE) or Access Point (AP) in case
of wireless local area network-based access (WiFI). Each
RAN has different characteristics, defining an heteroge-
neous scenario. MNs can take advantage of such hetero-
geneity because RANs guaranteeing the best communi-
cations performance can be selected: the action is called
Opportunistic Vertical Handover - Network Selection, on
which this paper is focused. Network Selection is the
main function of the handover procedure that is applied
when an MN switches the connection from the RAN in
use to another. If the RANs involved belong to the same
radio technology, the handover is said horizontal (e.g.,
the traditional handover of cellular networks). If radio

This work is an extended version of the paper presented to the2013
International Symposium on Performance Evaluation of Computer and
Telecommunication Systems(SPECTS2013) held on July 7-10, 2013,
Toronto, Canada.

technologies are different, as in the case considered in
this paper, the handover is called vertical.
An important field of practical application of the vertical
handover and of the related Network Selection process is
Remote Monitoring. A representation of such a service is
reported in Figure 1: an MN, represented in the figure as
a mobile phone, is supposed to be physically associated to
an object (e.g., a train, ship) to be monitored. The arrow
in Figure 1 indicates the MN movement, starting from the
left, the MN detects a WiMAX RAN availability, runs a
network selection process and as output of the process,
decides to switch from the access technology in use to
the WiMAX RAN, thus performing handover. During the
movement, the MN checks the availability of alternative
access networks but, also in case of availability, after
running the network selection process, decides that the
best RAN is the one in use. Going on, the MN detects an
UMTS RAN available but, in this case, as output of the
network selection algorithm, leaves the RAN in use and
performs the handover. Another handover towards a new
WiFi RAN is shown at the right end of Figure 1. Each
MN should be connected every-time and every-where to
a core network in order to access a set of dedicated
services and to send data. An interesting operative frame-
work for remote monitoring is represented by Intelligent
Transportation Systems (ITSs) [1]. In this case each MN
is associated to a vehicle that transports goods (e.g., a
container) that need to be monitored. The MN operates as
sink of the information about the monitored goods such
as integrity, temperature, and position through a set of
sensors and, simultaneously, allows accessing available
RANs.
The purpose of this paper, which is an extended version of
the paper [2], is to compare different Network Selection
algorithms available in the literature. This comparison is
carried out through simulations. Tested algorithms have
been developed and integrated in the Network Simulator
2 (ns2) software module that integrates the functions
of IEEE 802.21 standard. The paper is focused on two
aspects:i) overview of the main Network Selection tech-
niques in the literature, andii) performance comparison
among the surveyed techniques, obtained through the
aforementioned simulative tool.
The paper is structured as follows: Section II summa-
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Fig. 1. Example of Remote Monitoring System.

rizes IEEE 802.21 Standard main features and func-
tions, and highlights the crucial role of the Network
Selection process. Section III surveys the most important
Network Selection algorithms by distinguishing Single
Performance Metric Optimization (SPMO) and Multiple
Performance Metric Optimization (MPMO) techniques.
Section IV describes the simulator adopted by the authors,
the considered simulative scenario, the evaluated perfor-
mance metrics, and the numerical results of the simulation
campaign aimed at comparing the surveyed Network
Selection criteria. Section V contains the conclusions.

II. IEEE 802.21 STANDARD

Main IEEE 802.21 Standard [3] purpose is to facilitate
the whole handover process among RANs, to maintain
active communications and to limit any degradation of the
Quality of Service (QoS) during the handover executions.
Such a type of handover, called seamless, is transparent
for users because they ignores the network handover
execution while they are using a mobile device. The
standard defines four logical elements:

1) a MN equipped with multiple network interfaces,
able to be connect to different radio technologies,
which compose, from the protocol stack viewpoint,
lower layers.

2) A set of functions that trigger the handover proce-
dures of the MN protocol stack.

3) A new virtual layer, called Media Independent Han-
dover Layer (MIH Layer), that plays the role of a
common interface between each network interface,
lower layers, and MN upper layers.

4) A set of logical functions, called Media Indepen-
dent Handover Functions (MIHF), which enable the
interaction between MIH Layer, lower and upper
layers.

The standard defines three types of MIHF:

• Media Independent Event Service(MIES): composed
of all functions that report to the upper layers infor-
mation sent by the lower layers (e.g., the variations
of the link conditions).

• Media Independent Command Service(MICS): it
includes all the functions which forward control
instructions from the upper layers to the lower lay-
ers (e.g., information about the available networks
configurations).

• Media Independent Information Service(MIIS): it
defines a set of functions that provide the mecha-
nism to retrieve information and help the handover
decision.

A key issue considered by the IEEE 802.21 framework
is the standardization of the overall procedure needed
to support the handover execution. The operations are
grouped into three phases:

• Handover Initiation: it is the first phase of the
handover and includes the signalling with the Point
of Access - PoA in use, which will be changed,
and some preliminary measurements on the available
RANs.

• Handover Preparation: in this phase the MN selects
the network that will be used after the handover (i.e.,
it runs the Handover Decisions / Network Selection
procedure), and the negotiation for resource reser-
vation aimed at guaranteeing QoS requirements is
started.

• Handover Execution: in this final phase the traffic
flows sent by the MN move to the selected RAN so
leaving the network access in use.

Although all these phases, further detailed in Figure 2,
are explicitly taken into account in the standard, the
implementation of a specific network selection strategy
is not defined. As a consequence, the choice of suitable
algorithms is still an open issue.
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- New link discovery

- Scanning RAN

- Security check*

- QoS context transfer

- HANDOVER DECISION*

- Resource reservation*

- L2 Signalling*

- Higher Level Signalling*

- Traffic flows redirection*

* not included in the 

IEEE 802.21 scope

Execution

Preparation

Initiation

Fig. 2. Functions of the 802.21 Standard.

III. OVERVIEW OF THE Network Selection
ALGORITHMS

The literature includes two main families of Network
Selection Algorithms: Single Performance Metric Opti-
mization (SPMO), and Multi Performance Metrics Op-
timization (MPMO). SPMO algorithms select the RAN
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by considering only one performance metric. MPMO
algorithms consider multiple metrics, simultaneously, to
select the RAN to be employed.
The entity taking decisions about the RAN to select is
called Decision Maker (DM).

A. Single Performance Metric Optimization

From the formal viewpoint, each available network
represents an alternative that is evaluated by using one
performance metric, called attribute. The task DM is to
determine the best alternative, among the available ones,
accordingly to the maximization (minimization) of the
performance metric, considered as a Utility (Cost) func-
tion. Givenm available RANs, we denote thealternatives
with the vectorA = (A1, · · · , Aj , · · · , Am). The j-th
alternative is defined asAj = (xj), where xj is the
performance metric (or attribute). The best alternative is
identified asAopt

SPMO and is obtained by applying the
following criterion:

Aopt
SPMO =

{

Aj : argmax
j

(xj)

}

(1)

Equation (1) is valid if the considered metric needs to
be maximized (e.g., as in the case of received power). If a
metric has to be minimized (e.g., as in the case of packet
loss) theargmin

j
(·) operator is applied in (1).

Among the possible metrics adopted by the algorithms
of the SPMO family, a widely used choice is the RSSI,
adopted in [4] and [5], where the Received Signal Strength
Indicator (RSSI), usually representing the received power
expressed in [dB], is the considered parameter measured
during the process of horizontal handover. Obviously, the
same criteria can be used for vertical handover. This
selection method is very simple: the MN measures the
RSSI from the PoAs of all the available RANs and
chooses the one with the highest value. Even if the method
is quite simple to be implemented, it does not assure
satisfying performance in the case of vertical handover
because different technologies may have different RSSI
value ranges, making difficult a fair comparison between
the values of this parameter. Actually the same RSSI
absolute value can be considered a satisfactory level of
received power for a RAN, while it can be insufficient for
another, depending on the considered radio technology.
Its applicability is limited to intra-technology selections.
Another weakness of this algorithm is the “Ping Pong
effect”. It consists in a repetitive and useless handover
between two access networks, which happens even if the
RSSI value of an alternative RAN is slightly higher than
the value of the RAN in use [6]. This negatively impacts
the QoS of communications and the battery lifetime of
MNs. The algorithms of the SPMO family have a very
low computational complexity, a low execution time and a
limited power consumption. On the other hand, they may
provide poor performance when the aim is optimizing
multiple metrics.

B. Multi Performance Metric Optimization

Multiple metrics are simultaneously taken into account.
Metrics may be structured into three categories:

i) QoS-based, such as RSSI, transmission rate, band-
width throughput, packet loss rate, delay, and jitter.

ii) Power saving-based, such as power consumption
and MN battery lifetime.

iii) Other parameters-based, such as monetary cost,
user preferences, and security level assured by each
RAN.

Using the same mathematical formalism employed for
the SPMO case, each available network represents an
alternative that is evaluated using the metrics, called, also
in this case, attributes. The task of the Decision Maker -
DM is to select the best alternative accordingly to a certain
criterion. MPMO algorithms are often characterized by
higher computational complexity with respect to SPMO
ones, but they can optimize simultaneously more metrics.
In practice, these algorithms assure a compromise
between the needs of different metrics. While SPMO
algorithms chose the optimal solution regarding a single
parameter, MPMO approaches may select a suboptimal
RAN considering a single parameter, but they find the
optimal solution considering all the different metrics
together.
Remembering that the vector of them alternatives (i.e.,
the RANs) is denoted withA = (A1, · · · , Aj , · · · , Am),
in the case of the MPMO approaches thej-th alternative
is defined asAj = (x1j , · · · , xij , · · · , xn,j), where
xij is the value of thei-th attribute (i.e., thei-th
considered metric) of thej-th alternative andn is
the overall number of attributes used to evaluate each
alternative. The algorithms belonging to this group are
often characterized by higher computational complexity,
with respect to the SPMO ones, but they can optimize
simultaneously multiple metrics. Many criteria belonging
to the MPMO family can be formally defined. A sub-set
of them is presented in the following.

1) Simple Additive Weight - SAW:These algorithms [7]
assign a value, calledcost, to eachalternativecomputed
as the sum of the normalized value of each considered
attribute. The normalization allows obtaining comparable
attributes values (i.e., ranging in the same interval[0−1]).
In general, weights can be applied to each attribute to
differentiate its importance. The selected network is the
one with the minimumcostas reported in (2):


























VSAW (Aj) =

n
∑

i=1

wi · V
Aj

SAW (xij)

Aopt
MPMO−SAW =

{

Aj : argmin
j

(

V (Aj)
)

}

j = 1, · · · ,m

(2)

• Aopt
MPMO−SAW is the alternative selected by the

SAW algorithm;
• VSAW (Aj) is the value associated to thej-th alter-

nativeAj (i.e., the cost);
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• V
Aj

SAW (xij) is the normalized cost of thej-th alter-
native computed by considering thei-th attributexij ;

• wi is the weight associated to thei-th attribute.

The weights must be selected by respecting the condition
n
∑

i=1

wi = 1. The use of different weights can be useful

also to separate “negative” and “positive” attributes.
If an attribute represents a metric that needs to be
minimized (such as packet loss rate, delay, jitter, and
power consumption) is said “negative” and its weight
has a positive sign; alternatively, if the attribute is
representative of a metric that needs to be maximized
(such as maximum capacity, RSSI, battery lifetime, and
user preference) is termed “positive” and its weight is a
negative value.
Similar approaches can be found in the literature in [8],
[9], [10] and [11]. Among them, an inspiring example
of this method is contained in [8] which minimizes
a function representing a generic cost related to the
employment of j-th network, depending on available
bandwidth, power consumption, and monetary cost. [9]
proposes a Network Selection policy by defining the cost
of the j-th network as the weighted sum of RSSI and
available bandwidth, preliminarily normalized.

2) Weighted Product Method - WPM:The WPM cri-
terion [12] assigns to each alternative a cost obtained by
the multiplication of the attribute values. This approach
allows avoiding the normalization needed in the SAW
method. The analytical formulation is reported in (3):
the weight applied to each attribute to differentiate its
importance is the exponent of the attribute value:


























VWPM (Aj) =

n
∏

i=1

V
Aj

WPM (xij)
wi

Aopt
MPMO−WPM =

{

Aj : argmin
j

(

VWPM (Aj)
)

}

j = 1, · · · ,m
(3)

• Aopt
MPMO−WPM is the alternative selected by the

WPM algorithm;
• VWPM (Aj) is the value associated to thej-th alter-

nativeAj ;
• V

Aj

WPM (xij) is the value of thei-th attribute of the
j-th alternativexij ;

• wi is the weight associated to thei-th attribute.

Also in this case the sign of each weight is positive if the
attribute needs to be minimised and negative if it needs
to be maximized.
Except for [12], WPM is not widely used even if it has
a clear logic. WPM is used in [13] as a reference to
present a multi-attribute error analysis in order to make
more precise discrimination among competing alternatives
under uncertain environment.
In general, minimizing/maximizing a product of variables
is equivalent, under given conditions [14], to minimiz-
ing/maximizing the sum of logarithms. In practice, sim-

plifying, max
∏

j∈J

fj(x) is equivalent tomax
∑

j∈J

lnfj(x),

wherefj(x) are the utility functions. [14] also reminds
that the maximization/minimization of the sum of the
utility functions, if the utility functions are logarithmic,
leads to a “proportionally fair” allocation.
For these motivations WPM has been considered as a
comparison in this paper.

3) Fuzzy Logic: A well-known approach for the
Network Selectionis based on fuzzy logic [15], [16].
Fuzzy logic is derived from the Fuzzy Set Theory in
which the variables may have a “truth value” that ranges
between 0 and 1. In other words, fuzzy logic is a super-set
of boolean logic which is employed to handle the concept
of partial truth. Fuzzy logic is able to model non-linear
functions in a compact-set of arbitrary accuracy, and
is used to solve many industrial problems such as real
time control, automatic control, data classification and
decision analysis. The block diagram of a generic fuzzy

A

Fuzzyfication

Inference

Engine

De-Fuzzyfication

Membership

Functions

Control

Rules

A*

Fig. 3. Block Diagram of Fuzzy Logic Algorithm.

logic algorithm (i.e., applicable not only to theNetwork
Selection but also to other problems) is reported in
Figure 3. The input is the vector of available RANs (or
alternatives)A, evaluated according to the considered
performance metrics (i.e., the attributes). The first
step of the algorithm is thefuzzyfication. It maps the
value of the attributes of each RAN into the fuzzy
sets according to themembership functionof each set.
Generic membership functions of three fuzzy sets are

0.5

0.0

1.0
Low Medium High

xij

Fig. 4. Membership Function of the Fuzzy Logic Sets.

shown in Figure 4 as an example. These functions are
LOW, MEDIUM and HIGH for thei-th attribute referred
to the j-th alternative,xij . Each fuzzy set associated to
an attribute is assigned in accordance to the value of the
attribute.
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The successive step consists in the employment of the
inference engine: according to given control rules, a
policy to evaluate the fuzzy set of the attributes of each
RAN is defined.
The last phase is thedefuzzification: the fuzzy output
generated by theinference engineis used to rank the
available alternatives.

4) Mixed Approach:The Mixed Approach combines
the fuzzy logic with an additive cost function for the
Network Selection. This method has been proposed in [17]
where four parameters are considered as input at the DM:
Received Signal Strength (RSS), available bandwidth,
monetary cost, and user preferences. The algorithm is
applied to the selection of Wireless Wide Area Networks
(WWANs) and Wireless Local Area Networks (WLANs)
and is composed of the following three phases:

1) normalization of input parameters for each RAN;
2) fuzzyfication, where the normalized values of all

parameters is assigned to one of the three fuzzy
set: LOW, MEDIUM, HIGH;

3) computation of Performance Evaluation Value
(PEV) and selection of the RAN with the highest
PEV.

Particular mixed approach is referred as Fuzzy-Simple
Additive Weighted (F-SAW) in the performance
evaluation. Similar Network Selectionalgorithms are
described in [18], [19] and [20].

5) Technique for Order Preference by Similarity to
Ideal Solution - TOPSIS:This algorithm belongs to the
family of Multi Attribute Decision Making (MADM)
methods.
TOPSIS is based on the concept that the chosen alterna-
tive should have the shortest distance, in euclidean terms,
from the positive-idealsolution and the longest distance
from the negative-idealsolution, as formally described
in the following. TOPSIS method is already used in other
applicative scenarios such as sensor networks [21] as well
as in other fields such as economy and finance.
Coherently with the notation previously employed, we
consider a selection problem withm possible RANs,
or alternatives, characterized byn performance metric,
or attributes. Thepositive-ideal solution is the vector
A+ = (x+

1 , · · · , x
+

i · · · , x+
n ), wherex+

i is the best value
of the i-th attribute computed considering the values of
this attribute over all the available alternatives. Equiva-
lently, the negative-idealsolution is the vectorA− =
(x−

1 , · · · , x
−

i · · · , x−

n ), wherex−

i is the worst value of
the i-th attribute.
TOPSIS is aimed at ranking all possible alternatives on
the basis ofpositive-idealand ofnegative-idealsolutions
and enabling the DM to choose the best one. To reach
the aim a Similarity Index is computed by using the
euclidean distance of each alternative with thepositive-
and negative- idealsolutions. To calculate theSimilarity
Index all the attributes are preliminarily normalized and

weighted as in (4):

vij = wi

xij
√

√

√

√

m
∑

j=1

x2
ij

j = 1, · · · ,m; i = 1, · · · , n; (4)

wi is the weight associated to thei-th attribute. Equation 4

must hold:
n
∑

i=1

wi = 1.

The following step is to compute thenormalized positive-
ideal Â+ and thenormalized negative-ideal̂A− solutions
as in (5).

Â+ = (v+1 , · · · , v
+

i · · · , v+n ) =

=
(

(max
j

vij |i ∈ I1), (min
j

vij |i ∈ I2)|j = 1, · · · ,m
)

Â− = (v−1 , · · · , v
−

i · · · , v−n ) =
(

(min
j

vij |i ∈ I1), (max
j

vij |i ∈ I2)|j = 1, · · · ,m
)

(5)

I1 is the set of positive attributes, which needs to be
maximized, andI2 is the set of negative attributes, which
needs to be minimized.
To evaluate the distance between alternatives and ideal
points, the Euclidean Norm is applied as shown in (6).







































S+

j =

√

√

√

√

n
∑

i=1

(vij − v+i )

S−

j =

√

√

√

√

n
∑

i=1

(vij − v−i )

j = 1, · · · ,m

(6)

TheSimilarity Index, for thej-th alternativeAj is shown
in (7). The possible values are in the range[0− 1]: Cj =
0 when Aj = A− and Cj = 1 when Aj = A+. The
best alternative (i.e., the selected RAN) has the highest
Similarity Index.

Cj = S−

j /(S−

j + S+

j ) (7)

IV. PERFORMANCECOMPARISON

This Section is structured into three contributions:i)
definition of all adopted performance metrics;ii) detailed
description of the test scenario and of related parameters;
iii) obtained numerical results and comparison.

A. Performance Metrics

Given a single MN whereNetwork Selectionis per-
formed, four performance metrics (i.e.,n = 4), equally
weighted (wi = 0.25, ∀i ∈ [1, 4]), have been considered:

1) Received Signal Strength Indicator (RSSI), mea-
sured by MN;

2) maximum Capacity (C) allowed by the selected
RAN to transmit traffic from a remote host to the
MN;

3) Monetary Cost (M ) paid by the MN to employ a
given RAN;
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4) Power Consumption (P ) of the MN.
RSSI andC are “positive” attributes to be maximized,
M andP are “negative” ones to be minimized.
C, M andP are static metrics. It means that their values
are constant inside a given RAN independently of the MN
position.RSSI is a dynamic metric. Its value changes
inside a RAN according to the MN position beingRSSI a
function of the distance between MN and Point of Access
(PoA).

B. Heterogeneous Wireless Accesses Simulator

The simulation tool adopted to testNetwork Selection
algorithms is the Network Simulator 2 (ns2). The
package provided by the National Institute of Standards
and Technology (NIST) [22] has been used to simulate
IEEE 802.21 standard.
Each simulated scenario contains a single MN that
can access the following ten Radio Access Networks
(RANs): a 2000x2000 [m] UMTS cell that covers the
whole simulated area; a WiMax cell; and eight WiFi
cells. Two different MN speeds are considered:3 [m/s]
(pedestrian mobility case), already shown in [2], and
10 [m/s] (vehicular mobility case). The MN mobility
pattern within the considered area is random. The overall
duration of the simulations is set to500 [s]. Size and
position of the cell of each RAN are randomly set for
each simulation run (except for the UMTS) as well as
the values of the considered attributes whose range is
reported in Table I.
Data transfer has been simulated by considering a remote
host generating a User Datagram Protocol (UDP) stream
that is transmitted to the MN through the RAN selected
by the employedNetwork Selectioncriterion.

TABLE I
RANGE OF THE CONSIDERED ATTRIBUTES

Parameters Range Value
Power Consumption [0,16-0,22] W

Monetary Cost [1-10]
WiFi Capacity [1-20] Mbps

WiMax Capacity 2 Mbps
UMTS Capacity 0.384 Mbps

Monetary Cost is only an indicative number that ranks
the network cost fromM = 1 (cheapest) toM = 10
(most expensive). During the simulation runs, the applied
Network Selectionalgorithm is executed every5 [s]. This
time is calledSelection Period. Obviously the vertical
handover, and, consequently, theNetwork Selection, acts
only if more then one RAN is available at the MN when
the Selection Periodexpires.

C. Numerical Results

Evaluated MPMONetwork Selectionalgorithms are:
SAW, WPM, F-SAW and TOPSIS. Four SPMO criteria
are tested. Each of them is thought to optimize one of the
attributes previously defined and are identified as:RSSIb,

Cb, Mb andPb.
Two more metrics are adopted to evaluateNetwork Selec-
tion algorithms:

1) the number of handovers executed by the MN (H);
2) the Packet Delay (D) measured in [s] and calculated

as the difference between the packet transmission
time and the time in which the packet is received
by the MN.

The values reported in the following figures are obtained
by sampling the metrics at each second of simulation
and averaging the samples at the end of the simulation
for each simulation run. Simulations have been repeated
until the average values of the measured metrics reach a
confidence interval of10% of the measure with a95%
confidence level.

1) RSSI: The RSSI is the typical metric used to
estimate the quality of a generic radio link. Higher the
RSSI, better the Quality of Service (QoS) offered to
users.
RSSI values are shown in Figure 5. The performance

RSSIb Cb Mb Pb SAW F−SAW WPM TOPSIS
−100

−75

−50

−25

0

Network Selection Algorithms

R
S

S
I [

db
W

]

 

 

3 m/s
10 m/s

Fig. 5. Values of theRSSI metric for different Network Selection
algorithms.

of MPMO approaches is similar for both considered
MN speeds. There is no advantage obtained by the
employment of a specific MPMO criterion: all criteria
are equivalent in terms ofRSSI. Concerning SPMO
techniques, obviously the highestRSSI is obtained by
theRSSIb algorithm which considers only this attribute
during the selection process. It is important to note that
the performance of MPMO solutions, in this case, is
equivalent to the performance of theRSSIb scheme.
Concerning the two considered mobility cases, there is
a slight performance increase (i.e., a higher value of
the RSSI) in the vehicular mobility case with respect
to the pedestrian case. Being fixed both the size of the
considered area and the simulation period, this happens
because, at higher speed, the MN spends more time
at shorter distance from the PoAs and receives higher
power levels.

2) Capacity: The Capacity (C) that a RAN assigns
to the data transfer is a positive metrics that must
be maximized in order to improve the QoS of the
communication.
The values of theC metric are shown in Figure 6.

It is possible to note a performance increase with MN
speed equal to10 [m/s] with respect to3 [m/s] case in
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Fig. 6. Values of theC metric for different Network Selection
algorithms.

all cases except forMb and Pb. Cb obviously assures
the best performance in both mobility cases but TOPSIS
guarantees similar performance, practically overlapped
to Cb for 3 [m/s] case. SAW and WPM assure satisfying
performance too in particular for10 [m/s]. F-SAW is
less performing for this metric. SPMO algorithms that
do not considerC as an attribute during the decision
process, do not assume satisfactory performance.

3) Monetary Cost:The values of the monetary costs
obtained from the simulations are reported in Figure 7.
SAW, WPM and TOPSIS assure the closest performance
to theMb one. F-SAW performance is slightly worst. The
cost is almost the same for the two mobility cases.
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Fig. 7. Values of theM metric for different Network Selection
algorithms.

4) Power: A user of a MN may be interested also in
limiting the power consumption of the MN in order to
increase battery lifetime. The values of theP metric are
reported in Figure 8. Also in this case the results obtained
in the two considered mobility scenarios are similar. All
the algorithms assure equivalent results almost overlapped
with the values obtained byPb. The power consumed by
the MN in each RAN during each simulation is constant
and its value is randomly selected within the range (0,16-
0,22) [W].

5) Number of Handovers:The number of executed
handovers is a “negative” metric that should be mini-
mized. An excessive number of handovers may impact
negatively the QoS and the power consumption of the
MN, which can be increased by the necessity to transmit
the signals to carry out the handover.
The numberH of executed handover during the simulated
periods of500 [s] is shown in Figure 9. The performance
obtained with the two considered mobility models are,
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Fig. 8. Values of theP metric for different Network Selection
algorithms.
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Fig. 9. Values of theH metric for different Network Selection
algorithms.

obviously, very different. As shown in Figure 9, the
number of executed handovers is much higher in the
vehicular mobility case with respect to the pedestrian one:
an MN moving at10 [m/s] spends less time inside each
network then a MN moving at3 [m/s], so more handovers
are necessary.
Network Selectionalgorithms produce the same perfor-
mance trends in both mobility scenarios.Cb, Pb, and
Mb are the approaches that determine the lowest num-
ber of handover executions. This happens because these
algorithms consider only a single static attribute during
the optimization process: when a RAN is selected, it
remains in use until the MN leaves it (i.e., a Link Down
event takes place [3]) or a new more effective RAN,
concerning the considered metrics, is entered (i.e., a Link
Up event happens [3]). On the contrary, theRSSIb
algorithm takes into account an attribute, theRSSI, that
changes dynamically within a RAN. So an handover can
be executed not only after a Link Up or a Link Down
event, but also when the MN is inside a network but
the algorithm selects another RAN that assures a higher
RSSI.
MPMO approaches are characterized by significant values
of theH metric because they evaluate multiple attributes
during the decision process and the same consideration
done forRSSIb is still valid. Among MPMO algorithms,
TOPSIS guarantees the lowest number of handovers.

6) Delay: Packet delayD is strictly linked to capacity
C and number of handoversH . Figure 10, where
D values are reported, shows that the delay is not
affected by mobility scenarios. This happens because the
increased number of executed handovers in the vehicular
case, reported in Figure 9, is compensated by higher
available capacity obtained with an MN speed of10
[m/s], as shown in Figure 6.
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Fig. 10. Values of theD metric for different Network Selection
algorithms.

D is approximately the same for all schemes except
for Mb and Pb because they assign a small amount
of capacity not compensated by the limited number of
handovers.

V. CONCLUSIONS

Network Selectionplays a fundamental role in mobile
communications. In particular Intelligent Transportation
Systems represent a possible application scenario where
efficient Network Selectionmay have a positive impact.
A performance comparison ofNetwork Selection
algorithms employed by a Mobile Node (MN) is
presented in this paper. Results are obtained through a
simulator that includes IEEE 802.21 standard functions.
The following Radio Access Networks (RANs) have been
considered: UMTS, WiMax and WiFi. The simulated
environment includes two mobility patterns for the
MN: pedestrian3 [m/s], and vehicular10 [m/s]. Two
classes of algorithms are considered: Single Performance
Metric Optimization (SPMO) and Multiple Performance
Metric Optimization (MPMO). MPMO techniques
consider, simultaneously, different performance metrics
(called attributes) during the selection process and, as
a consequence, try to find a compromise among the
employed metrics. Among the MPMO approaches the
TOPSIS algorithm shows satisfying performance for all
considered metrics.
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