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Abstract

The need for reliable data communication performed in critical conditions and the respect of real-time constraints is an
open issue in radio-military networks, where fixed and nomadic terminals communicate by means of tactical radio infra-
structures. In this perspective the need for real-time constraints plays a fundamental role when the interested applications
are remote control, radar traces acquisition and command/control message exchanging. In this paper, the difficulties of
data transportation in wireless networks are considered by taking emphasis on the TCP-NewReno implementation that
does not guarantee satisfying performance results in such environments. The whole investigation is addressed at designing
and validating novel transmission mechanisms to be implemented at the transport layer, directly inherited from standard
TCP transmission scheme. TCP-radio and TCP-radio-newRTO proposals are thus discussed and compared with TCP-
Westwood+ and TCP-NewReno in order to highlight the necessity for an enhanced transport protocol for data commu-
nication performed in radio military environments, where the data transfer is heavily affected by hazardous conditions,
such as scattering, shadowing and slow fading.

All the tests have been performed through the employment of a network emulator tuned to the radio characteristics in
terms of end-to-end delay, available bandwidth and channel modelling.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Military communications are characterized by peculiar applications, as data retrieval from sensors, weapon
control and sensor control, which require, on one hand, data transfer of high reliability but, on the other hand,
have the need to use standard components (COTS – Components Off the Shelf), in particular concerning soft-
ware interfaces.
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From the network viewpoint, military infrastructures are often characterized by heterogeneity, because they
include radio, satellite and cable portions, each of them deserving a special attention [1]. Tactical networks,
which have a topical operative role, are mainly based on radio support. As a consequence the applications
mentioned above need to be transported over tactical environment, possibly using standard software inter-
faces and getting a fully reliable service. A suitable choice is to use the TCP/IP suite and, in more detail,
due reliability needs, the Transport Control Protocol (TCP) [2].

TCP, even if it still works, is not efficient over channels characterized either by large delay-bandwidth prod-
uct or by losses due to channel errors. The large product makes the acknowledgement scheme on which TCP is
based, very inefficient. That is the main characteristics of geostationary satellite links. On the other hand, TCP
considers any loss as a congestion event and decreases the source bit rate entering the network. If a loss is due
to a channel event (e.g. rain fading), reducing the rate does not bring any advantage. That is the typical case of
radio networks.

Tactical networks are often affected both by large delay-bandwidth product and by channel errors. A reli-
able transport layer should be designed with great attention.

The basic idea of the paper is taking TCP-NewReno as reference, keeping standard interfaces towards
application and IP layers, and proposing some simple modifications to make the transport protocol suited
for tactical environment. Simplicity of implementation, together with efficiency [3], is part of the aim of the
overall design. Actually, the schemes proposed are very simple to implement but guarantee a high degree
of flexibility. Simplicity is allowed by one of the few advantages of tactical networks: they are normally man-
aged by just one carrier and all the characteristics (e.g., available bandwidth and number of users connected)
of the network are known so that the TCP (or, better, the modified TCP) may use all these information to set
its parameters. This hypothesis is known in the literature with the name of ‘‘Complete Knowledge’’ approach,
which has been introduced in [4] for satellite communication.

Many efforts [5] have been provided to mitigate the problems of TCP over wireless and the scientific com-
munity is still working about this topic [6].

In particular, [7] classifies the possible solutions to be applied in such environment in five main categories,
namely: Pure Transport Layer, Hard State Transport Layer, Soft State Transport Layer Caching, Soft State
Cross Layer Signalling and Pure Link Layer. The first category operates only on an end-to-end basis by mod-
ifying the transport layer implementations and without extra logic or change in intermediate nodes as based
stations or radio access points. In this perspective, [8] allows a more effective recovery mechanism by exploit-
ing the advantages provided by a selective repeat scheme; TCP Eifel [9] allows specifying a better timeout man-
agement that avoid spurious timeout and useless retransmissions. TCP-WestWood+ and TCP-Veno [10,11]
employ a rate-based transmission algorithm inherited from the TCP-Vegas implementation and specify a more
effective recovery mechanism able to estimate the available channel bandwidth without reducing the conges-
tion window too drastically. TCP Migration and TCP-Freeze [12,13] allow, respectively, suspending and
resuming the TCP session (Migration) and freezing the data communication by Zero Window Probe (Freeze).
TCP Peach+ [14], even if designed for a specific satellite environment, implements a more effective recovery
mechanism than the TCP-NewReno by exploiting the knowledge carried in ‘‘NIL Segments’’. It is able to
assure satisfying results also when the channel state is very critical in terms of packet error rate. An alternative
scheme tuned for wireless environments is A-TCP [15], which estimates the channel state by operating strong
modifications on the TCP state machine.

Concerning the Hard-State Transport Layer, it includes all the schemes based on connection splitting as
I-TCP and M-TCP [16,17], which allow a more effective management of the data communication over wireless
links by opening a second connection at the transport layer in order to separate the wireless environment from
the rest of the network. The main drawback of this approach is that the end-to-end semantic is often sacrificed
and a heavy effort to maintaining a state of the whole communication is required on the intermediate nodes. In
practice the idea is isolating the radio portion of the network by using Gateways that split the transport layer
connection. PEPs (Performance Enhancing Proxies) are included in this class.

Regarding Soft-State Transport Layer Caching, a soft-state is maintained on the intermediate nodes or on
the mobile hosts in order to perform local retransmissions [18] and to notify the loss of segments [19] to the
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terminal hosts. These schemes cannot be applied in a military framework, because they fail in presence of
encryption mechanisms due to the necessary interpretation of the transport header.

Soft State Cross Layer Signalling consists of a coupled interaction between transport layer and underlying
layers. TCP-F and TCP-BuS [20] exploit the knowledge of the channel state offered by the routing protocols
and then by the network layer.

Finally Pure Link Layers includes all Forward Error Correction (FEC) and Automatic Retransmission
reQuest (ARQ) schemes [21] and hybrids solutions. In particular, in radio-military environment, NATO STA-
NAG 5066, 4538 and 4539 [22–24] are employed in over HF/VHF/UHF in order to decrease the frame loss
error rate [25] by means of channel coding and local retransmissions to be performed at the datalink layer.

Alternative schemes belonging to the Pure Transport Layer approach are investigated in this paper. The
schemes presented may be applied also within Hard State Transport Layers PEP structures relatively to the
radio portion of the network. In particular, the modification of the recovery mechanism within TCP-New-
Reno has been considered together with the transmission window management in order to assure a reliable
data communication and an effective resource use. The modifications proposed are very simple and operative.
A FEC strategy implemented at the datalink layer is also adopted, in order to cope with the effective hazard-
ous conditions typical of forest, rural and sea environments, where military applications are usually utilized.
The proposed solutions have been evaluated with respect to the performance provided by TCP-NewReno [26]
in different radio channel conditions and for various kinds of services directly related to military applications.
In more detail, a file transfer has been considered for the tests. Its dimension ranges from a few kilobytes as in
messaging applications, to 100 kbytes and up to 1 Mbytes, as in database access with web interface, radar
images downloading, command and control operations. The performance analysis has been performed by
using a network emulator [27], tuned to the radio environment characteristics and driving real traffic. The
characteristics of actual military sites, got from available data sheets, have been used in the performance tests.

The paper is structured as follows. In Section 2, a short description about the network emulator employed
during the tests is presented. The global scenario investigated in this paper together with the channel modelling
employed in this work is presented in Section 3. Section 4 contains a short revision of TCP, while Section 5 is
dedicated to the design and the analysis of the novel protocol solutions. Section 6 contains the performance
analysis of the proposed transport protocol solutions by means of a comparison with TCP-NewReno and
TCP-Westwood+. Conclusions are listed in section 7.

2. Network emulator

The reference architecture of the emulator is shown in Fig. 1, along with one possible system to be emulated
enclosed in the cloud (a wireless system, where mobile users communicate through a base station, has been
depicted in this case). Different units called Gateways (GTW) operate as interface among the emulator and
the external PCs. Each GTW is composed of a PC with two network interfaces: one towards the external
world (a 10/100 Mbps Ethernet card), and towards the emulator. An Elaboration Unit (EU), which has a
powerful elaboration capacity, carries out most of the emulation, as the decisions about each PDU. The inter-
face towards the external world concerns the GTWs; the loss, delay and any statistics of each PDU regards the
EU; the real transport of the information PDU through the network concerns the input GTW and the output
GTW. The various components are connected through a 100 Mbps network, completely isolated, by a full-
duplex switch. The emulator has an available bandwidth much wider than the real system to be emulated,
which should not overcome a maximum overall bandwidth of 10/20 Mbps (1 Mbps in this research). The
architecture of the emulator is not exactly correspondent to the real system. Each terminal is divided, in
the emulator, into two parts (GTW and EU). The network layer, the network interface towards the external
world and the interface between network layer and radio modem are contained in the GTW. The other parts
of the modem (i.e. the data link layer, protocol and encapsulation), the overall transmission characteristics
(e.g. bit error ratio, channel fading, lost and delayed packets), as well as the queuing strategies are contained
in the EU. In this way, the overall architecture is able to drive real-time traffic, with respect to the constraints
imposed by the radio link, in terms of propagation delay, available bandwidth, and channel modelling.
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Fig. 1. Overall emulator architecture and real system.

244 T. de Cola, M. Marchese / Computers and Electrical Engineering 32 (2006) 241–265
3. General framework

3.1. Global scenario

The reference scenario is depicted in Fig. 2. One single tactical radio network with nomadic users exchang-
ing data each other is considered.

The attention is focused on the transmission schemes implemented at transport layer to be applied in a mil-
itary wireless network deployed in different environments (forest, rural and sea). Nomadic users, whose posi-
tion is variable in time, communicate through radio links in the HF/VHF/UHF bands as in most military
applications. Each single mobile terminal implements the TCP/IP suite. Mobile base stations act as access
points for the hosts in the network and may be mounted on tanks and helicopters for safety reasons. The pro-
tocol stack is aimed at guaranteeing efficient support to applications as data retrieval from sensor control,
which require a high reliable data transfer service. Applying the TCP/IP stack, the transport layer is in charge
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Fig. 2. Reference scenario.
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for reliability. The base station, which may also implement a Performance Enhancing Proxy (PEP) so splitting
the TCP connection, connects the Tactical Radio System with the rest of the military network, if the transmis-
sion is not within the tactical network. The work contained in this paper concerns only the tactical portion of
the network. Should the data transfer have a destination outside the tactical portion, the transport layer con-
nection is supposed to be limited to the PEP gateway (implemented in the base station).

The overall technical scenario is depicted in Fig. 3. The portion of the network under study is shown in light
grey. If, on one hand, TCP is very inefficient over the tactical radio bearer, on the other hand, the limited ded-
icated scope allows assuring the full network knowledge and control. Consequently, the transport layer (the
TCP or, better, the suitable modified version) may be really adapted to the network characteristics. Many
studies in the literature [28] are dedicated to investigate mechanisms to find out if a loss is due either to con-
gestion or to channel errors. Other researches improve the TCP performance having in mind QoS (Quality of
Service) management over the Internet, as, for instance, Differentiated and Integrated Services [29–31]. The
algorithms considered in this work do not restrict the scope of application (actually, they may applied together
with a PEP architecture) and allows implementing simple strategies working at the transport layer.

It is straightforward that all the improvements operated on the TCP implementation are such to maintain
the socket API semantic and are not visible to the application side.

Some more words are needed to take emphasis on the functionalities implemented in the underlying layers:
the Internet Protocol (IP) operates at the network layer. The data link layer is supposed to perform Forward
Error Control (FEC) or Automatic Retransmission reQuest (ARQ) operations. This requirement is justified
by the fact that most military radio systems exhibit high bit error rates (up to 10�3 and possibly even higher)
because of temporary outages due to terrain blocking of signals and interference of various nature. As a con-
sequence the reliability of the communication cannot be guaranteed by the only employment of the TCP pro-
tocol but it is necessary to implement mechanisms at the lower layers, which assure a more robust data
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communication. In particular, typical HF/VHF/UHF protocols like CLOVER-2000 [32], FED-STD-1052 [33]
and NATO STANAG 5066 [22], which offer efficient performance when applied to a wireless environment are
strongly recommended. Studies to investigate the effect of ARQ on the TCP performance are reported in the
literature. For the sake of simplicity, but without loss of generality, a FEC mechanism operating with a block
coding characterized by a couple (n, k) and code rate Rc is considered in this paper. The datalink layer entity is
responsible of fragmenting the PDU coming from the upper layers into blocks of data, containing k symbols
of information and (n–k) of redundancy. In particular, in order to mitigate the effect of correlated bursty
errors due to the communication over wireless channel, a RS (255, 223) code is employed together with an
interleaving scheme. The aforementioned choice has been determined by its high corrective capacity and by
its code rate, which determines an effective bandwidth value seen by the upper layer equal to
Rc � B ¼ 223=255 � B ffi 0:81B ð1Þ
The physical radio bearer is modelled having in mind the HF/VHF/UHF environment. The model used to
describe the physical and the data link layer is detailed below.
3.2. Wireless channel model

Data communication performed in VHF/UHF radio links is affected by diffraction and shadowing due, for
example, to obstacles present in forests and rural environments, trees for example. On the other hand also the
quality of data communication performed in HF band is strongly deteriorated by the multiple reflections of
radio signals that may occur between the earth’s surface and the ionosphere, giving rise to multihop
propagation.

The employment of the i.i.d (where the errors are considered independent and identically distributed)
model, which is accurate in the case of ideal interleaving assumption and fast fading has been widely consid-
ered in the literature [34] for wireless environments (mostly satellite). Unfortunately, the environment consid-
ered in this paper neither allows the implementation of ideal interleavers, which are very burdensome and
imply extra latencies, nor can be limited by fast fading conditions because it is aimed at considering a general
outdoor scenario where nomadic users communicate. In general, wireless channels are described by means of
short term and large range fluctuations [35]. The former is due to the presence of scatterers close to the source;
this situation is usually statistically represented by a Rayleigh distribution. The latter is described in the liter-
ature in terms of shadowing and characterized by an exponential autocorrelation function [36]. Models based
on Finite State Markov Chains (FSMC) [37,38] have been considered to take into account the main peculiar-
ities of HF subsystems.

Given these conditions, together with the application of the Reed-Solomon (255, 223) code, a good repre-
sentation of the overall system is provided by a Two State Markov Chain (TSMC) [39]. The state 0, ‘‘good
state’’, where the transmission is successful. The State 1 is called ‘‘bad state’’ in order to highlight the impos-
sibility to have a successful transmission. In more detail, when a communication is performed during the ‘‘bad
state’’, all the blocks transmitted will be corrupted by errors, without possibility of recovery by FEC capabil-
ities. The behaviour of TSMC is thus described by the following transition probability matrix:
P ¼
1� a a

b 1� b

� �
ð2Þ
The TSMC steady state is described by the probabilities p0 and p1 [39]
p0 ¼
a

aþ b
;

p1 ¼
b

aþ b

ð3Þ
As a consequence, the probability to have a lost packet in the steady state is
P pkt lost ¼ P ðpkt lost=state ¼ 0Þ � P ðstate ¼ 0Þ þ P ðpkt lost=state ¼ 1Þ � P ðstate ¼ 1Þ ¼ p1 ð4Þ
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Different values of a and b have been considered during each test in order to analyse different channel con-
ditions and their impact on the performance of data communication.

4. TCP

The Transmission Control Protocol (TCP) is a connection-oriented, end-to-end reliable transport protocol
working between hosts in packet-switched networks, and between interconnected systems of such networks.
The motivations, the philosophy and the functional specification of the protocol are contained in RFC 793
[2]. Some of the material contained in it is summarized in the following to identify the aim and the scope
of the TCP. Most of this sub-section is taken from RFC 2582 [26], which describes the algorithms ruling
the TCP behaviour in presence of congestion and highlights the main differences in congestion control between
TCP-Reno and TCP-NewReno. It specifies four algorithms: slow start, congestion avoidance, fast retransmit
and fast recovery. The definitions contained in Table 1 have been used throughout the subsection and may
help understand the TCP transmission mechanism.

A segment is considered lost either after the special timer (Retransmission Timeout – RTO) expires, or after
three duplicated acknowledgements (four ACKs indicating the same sequence number) as explained in the
following.

The slow start and congestion avoidance algorithms are used by a TCP sender to control the amount of
outstanding data being injected into the network. The minimum between ‘‘cwnd’’ and ‘‘the minimum between
the source buffer and rwnd’’ governs data transmission (the variable TW identifies the real transmission win-
dow). Another state variable, the slow start threshold (ssthresh), is used to determine whether the slow start or
the congestion avoidance algorithm is used to control data transmission.

Slow start. The slow start algorithm aim is to probe the network to check the current available capacity so
to limit the bit rate entering the network and to avoid congestion. IW, the initial value of cwnd, must be less
than or equal to 2 Æ SMSS bytes. A non-standard, experimental TCP extension allows using a larger window,
whose value is limited by Eq. (5)
Table
Definit

Param

SEGM
SEND

RECE
FULL

RECE

CONG

INITIA

FLIGH

SYN_R
TCP_R
MAX_
IW ¼ minð4 � SMSS;maxð2 � SMSS; 4380 bytesÞÞ ð5Þ
1
ion of TCP parameters

eter Definition

ENT Any TCP/IP data or acknowledgment packet (or both)
ER MAXIMUM SEGMENT SIZE (SMSS) Size of the largest segment that the sender can transmit. It depends of the

type of network used and of other factors
IVER MAXIMUM SEGMENT SIZE (RMSS) Size of the largest segment the receiver can accept
-SIZED SEGMENT A segment that contains the maximum number of data bytes permitted

(i.e. SMSS bytes of data)
IVER WINDOW (rwnd) The most recently advertised receiver window and a receiver-side limit on

the amount of outstanding data. It corresponds, at least in the
implementations checked, to half of the receiver buffer length, at the
beginning of the transmission

ESTION WINDOW (cwnd) A TCP state variable that limits the amount of data TCP can send. It is a
limit on the amount of data the sender can transmit into the network before
receiving an acknowledgment (ACK). Some implementations maintain
cwnd in units of bytes, while others in units of full-sized segments

L WINDOW (IW) Size of the sender’s congestion window after the three-way handshake is
completed

T SIZE (FlightSize) The amount of data that has been sent but not yet acknowledged. Actually
it identifies the segments still ‘‘in flight’’, still inside the network

ETRIES Maximum number of retransmissions for SYN segment
ETRIES2 Maximum number of retransmissions for data segment
RTO Maximum value for the Retransmission TimeOut (RTO). It represents an

upper bound to the timeout, which is updated by the backoff algorithm
when TCP timer expires
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The initial value of ssthresh may be arbitrarily high and it is reduced in response to congestion. The slow
start algorithm is used when cwnd < ssthresh. During slow start, a TCP increases cwnd by at most SMSS bytes
for each ACK received that acknowledges new data. The slow start phase ends when cwnd exceeds ssthresh or
when congestion is observed.

Congestion avoidance. The congestion avoidance algorithm is used when cwnd > ssthresh. When cwnd and
ssthresh are equal, the sender may use either slow start or congestion avoidance. Congestion avoidance con-
tinues until congestion is detected. Within the congestion avoidance phase cwnd is increased by 1 full-size seg-
ment after the arrival of a number of ACKs corresponding to the value of cwnd/SMSS is arrived (each (cwnd/
SMSS) ACKs! cwnd = cwnd + 1 Æ SMSS). When a TCP sender detects segment loss by using the retransmis-
sion timer, the value of ssthresh must be set to no more than the value given in Eq. (6)
Table
TCP-N

Transm

‘‘Slow

‘‘Cong

‘‘Fast

3 Dup

‘‘Fast

Timeo
ssthresh ¼ maxðFligthSize=2; 2 � SMSSÞ ð6Þ

Furthermore, cwnd must be set to no more than the loss window, which equals 1 full-sized segment (regard-

less of the value of IW). Therefore, after re-transmitting the dropped segment the TCP sender uses the slow
start algorithm to increase the window from 1 full-sized segment to the new value of ssthresh, where conges-
tion avoidance is started again.

Fast Retransmit/Fast Recovery. A TCP receiver should send an immediate duplicate ACK when an out-of-
order segment arrives. The purpose of this ACK is to inform the sender that a segment was received out-of-
order and which sequence number is expected. From the sender’s perspective, duplicate ACKs can be caused
by a number of network problems (e.g. dropped segments, re-ordering of data, replication of data). Obviously,
a TCP receiver will send an immediate ACK when the incoming segment fills in all or part of a gap in the
sequence space. The TCP sender uses the ‘‘fast retransmit’’ algorithm to detect and recover loss, based on
incoming duplicate ACKs. The algorithm uses the arrival of 3 duplicate ACKs (4 identical ACKs) as an
indication that a segment has been lost. After receiving 3 duplicate ACKs, TCP performs a retransmission
2
ewReno specification

ission algorithms/events

Start’’ Setup:

IW = min(4 Æ SMSS, max(4380,2 Æ SMSS))
CWND = IW
ssthresh = Infinity
MAX_RTO = 120
SYN_RETRIES = 10
TCP_RETRIES2 = 15

Data communication:

Acknowledgment arrival:
CWND = CWND + 1;
TW = min(source buff, min(cwnd, rwnd))

estion Avoidance’’ cwnd = cwnd + SMSS Æ SMSS /cwnd

Retransmit/Fast Recovery’’ sstresh = max(2, FlightSize/2)
cwnd = sstresh + 3 Æ SMSS
<retransmit data>
<transmit new data if possible>
cwnd = sstresh

licated Acknowledgments ‘‘Fast Retransmit’’ entered

Recovery’’ terminated ‘‘Congestion Avoidance’’ entered

ut cwnd = 1 Æ SMSS
Backoff algorithm: RTO = min(2RTO,MAX_RTO)
<retransmit data>
sstresh = max(2, FlightSize/2)
‘‘Slow Start’’ entered
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of what appears to be the missing segment, without waiting for the retransmission timer to expire. After the
fast retransmit algorithm sends the missing segment, the ‘‘fast recovery’’ algorithm governs the transmission of
new data until a non-duplicate ACK arrives. Finally the fast recovery phase is terminated when a segment
acknowledging all the retransmitted and the new packets, is received. More details about the algorithm spec-
ification are shortly indicated in Table 2.

TCP researchers have suggested a number of loss recovery algorithms improving fast retransmit and
recovery. Some of them are based on the TCP selective acknowledgment (SACK) option [8], which allows
specifying exactly the sequence number of the missing segment, together with the FACK (Forward Acknowl-
edgment) [40] algorithm currently implemented in the latest version of Linux Operating System.

More schematically, the procedures listed above may be summarized in Table 2; a C-like language is used
for the description.

5. Analysis of protocol solutions

5.1. General framework

In this paper, the main attention is focused on the impact of bursty errors on upper layers and on the design
of suited transmission mechanisms to be implemented within the transport layer. In this perspective, a wide
part of the scientific community has studied how TCP behaves in presence of wireless links [5,6]. TCP misun-
derstands link errors, considers them as congestion [26] and does not offer satisfying performances. TCP
action is not tuned for radio tactical infrastructures where congestion events are unusual and outage periods
are frequent [41]. TCP reduces the congestion window and consequently the transmission rate, causing in this
case the waste of the network available resources. Even in ‘‘good state’’ TCP does not assures the full exploi-
tation of the bandwidth available because the transmission window is not sufficient to fill the ‘‘bandwidth
pipe’’ of such channels, which may experience a large bandwidth delay product [42].

In this perspective the investigation of transport protocol solutions addresses two different key points,
developed in the next subsections.

The first of them contains two different solutions (namely TCP-radio and TCP-radio-newRTO) based on
TCP schemes, which differ from TCP-NewReno in the recovery mechanism and timeout management, have
been proposed and discussed. The subsection after the next studies TCP-radio and TCP-radio-newRTO
behaviours with reference to TCP-NewReno.

From the literature [5,6,18,19], it is well known that TCP is not efficient in wireless environments: not only
because of the delay-bandwidth product TCP is able to deal with congestion events but is does not consider
correctly packet losses caused by link errors, such as outage events and channel degradation. On the other
hand the timeout management, which can be often invoked during long outage periods, as experienced in
radio-military networks, causes a strong deterioration of the communication performance in terms of reduced
throughput and high end-to-end service delay. The backoff algorithm does not help because it generates long
and useless idle time between two successive retransmissions. Another important aspect of the timeout man-
agement within TCP implementation is the maximum number of retries both in the ‘‘three-way handshake’’
and in the data communication, which may cause a premature aborting of the connection. In order to cope
with the aforementioned drawbacks, the two proposals indicated in the following as TCP-radio and TCP-
radio-newRTO have been studied and implemented on the Linux operating system kernel 2.2.19.

The two solutions present have different transmission mechanisms with respect to TCP and offer an
improved recovery mechanism able to deal more effectively with link errors rather than congestion events that
are extremely rare in the considered environment. Moreover, TCP-radio-newRTO version presents a modified
timeout management, able to deal with long outage periods.

5.2. Modified TCP versions

TCP-radio. In order to assure an effective exploitation of the network available resources in terms of
bandwidth capabilities, the initial window is set to the bandwidth-delay product and the congestion window
value is no longer increased when the acknowledgments arrive. It is straightforward that also the TCP



Table 3
TCP-radio specification

Transmission algorithms/events

‘‘Normal Transmission’’ Setup:

IW = <bandwidth-delay product>
cwnd = IW
ssthresh = Infinity
MAX_RTO = 120
SYN_RETRIES = 10
TCP_RETRIES2 = 15

Data communication:

Acknowledgment arrival:
cwnd = cwnd + 1;
TW = min(source buff, min(cwnd, rwnd))

‘‘Fast Retransmit/Fast Recovery’’ <retransmit data>
<transmit new data if possible>

1 Duplicated Acknowledgment ‘‘Fast Retransmit’’ entered

‘‘Fast Recovery’’ terminated ‘‘Normal Transmission’’ entered

Timeout Backoff algorithm: RTO = min(2RTO, MAX_RTO)
<retransmit data>
‘‘Normal Transmission’’ entered
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buffers on the receiver and sender sides are properly tuned in order to make effective the modifications indi-
cated above.

Also the TCP recovery mechanism has been modified: at the end of the recovery phase, the congestion win-
dow valued is not reduced and, as a consequence, the transmission rate is the maximum possible as set at the
opening of the connection in order to ‘‘fill’’ the bandwidth pipe. Also the timeout management has been
slightly modified. In particular, when a timer expires the congestion window is not reduced to one segment
but, once terminated the retransmission phase, the data communication continues with the maximum rate
possible as indicated in the previous case. A short summary about TCP-radio proposal is shown in Table 3.

TCP-radio-newRTO. In addition to the modifications suggested in the TCP-radio proposal, it is also rec-
ommendable to consider that long outage periods, caused by shadowing effects, determine TCP timer expiring
and consequent long idle time between successive retransmissions because of the employment of backoff algo-
rithm. In order to mitigate this aspect it is necessary to modify the overall management of TCP timeout [43].
For this purpose, backoff algorithm, which may cause long waiting periods before retransmitting a segment, is
excluded and the upper bound for RTO (Retransmission TimeOut) value is reduced in order to avoid long idle
periods, if the retransmission of data may still be possible [44]. Furthermore, the upper bounds of retransmis-
sion in the connection-opening phase and during data communication (namely SYN_RETRIES and
TCP_RETRIES2) are raised up to assure the accomplishment of the communication. In this way, even if
the transmission medium experiences long periods of unavailability, TCP-radio-newRTO is able to assure
the establishment of the connection (thanks to the increased value of SYN_RETRIES) and the accomplish-
ment of the data transaction (thanks to the modified recovery mechanism and, mainly, to the increased value
of TCP_RETRIES2).

Some more details about the schemes implemented in TCP-radio-newRTO are indicated in Table 4.
A comparison among the two solutions presented above and TCP-NewReno, usually implemented in Linux

kernels, is presented in the next subsection.

5.3. Evaluation of the modified TCP versions

In order to analyse the behaviour of the proposed solutions (i.e. TCP-radio and TCP-radio-newRTO) with
respect to TCP-NewReno dynamics, several tests have been accomplished taking a reference scenario



Table 4
TCP-radio-newRTO specification

Transmission algorithms/events

‘‘Normal Transmission’’ Setup:

IW = <bandwidth-delay product>
cwnd = IW
ssthresh = Infinity
MAX_RTO = 12
SYN_RETRIES = 500
TCP_RETRIES2 = 500

Data communication:

Acknowledgment arrival:
cwnd = cwnd + 1;
TW = min(source buff, min(cwnd, rwnd))

‘‘Fast Retransmit/Fast Recovery’’ <retransmit data>
<transmit new data if possible>

1 Duplicated Acknowledgment ‘‘Fast Retransmit’’ entered

‘‘Fast Recovery’’ terminated ‘‘Normal Transmission’’ entered

Timeout RTO_updating algorithm: RTO = min(RTO, MAX_RTO)
<retransmit data>
‘‘Normal Transmission’’ entered
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composed of just one wireless link whose bandwidth, for the sake of completeness, has been assumed in each
test equal to 16, 64, 256 kbps and 1 Mbps. Concerning the latency imposed in each emulation, a delay of 1 s
has been considered, to take into account not only the propagation delay of the channel but also the extra
latencies introduced by lower layer processing (mainly due to interleaving operations). At a first instance, a
probability of packet loss equal to 0.10 (i.e. p1 = 0.10), which is quite close to the values reported in real radio
systems, has been assumed.

In order to have a qualitative description of the behaviours experienced by the solutions considered, the
time-sequence diagram for a long data communication (transfer of 1 Mbytes) has been studied for each band-
width case (i.e. 16, 64, 256 kbps, 1 Mbps). For each analysed case one single realisation has been considered.

Concerning the tests performed with bandwidth values equal to 1 Mbps and 256 kbps, the graphs shown in
Fig. 4 and in Fig. 5 (showing the number of transmitted bytes versus time for TCP-NewReno, TCP-radio and
TCP-radio-newRTO, having bandwidth of 1 Mbps and 256 kbps, respectively) highlight that the recovery
mechanisms adopted in the modified TCP versions allow a more effective retransmission of lost data segments.
The transfer size 1 Mbytes in both cases. Moreover, a more aggressive transmission scheme based on the
knowledge of bandwidth-delay product allows a better utilization of the network available resource. In these
cases there is also a difference between the behaviours experienced by TCP-radio and TCP-radio-newRTO.
This is due to the modified timeout management implemented in TCP-radio-newRTO that avoids long and
useless idle periods between successive retransmissions. TCP-radio even if it adopts an effective recovery mech-
anism, is not able to cope with long outage periods that cause frequent timer expirations. It is important to
highlight that the performance difference between TCP-NewReno and modified versions of TCP is due also
to the large ‘‘bandwidth pipe’’ that TCP-NewReno is not able to exploit completely because of the maximum
congestion window value ruled by the buffer size on sender and receiver sides.

Figs. 6 and 7 show the same quantities of Figs. 4 and 5, but having a bandwidth availability of 64 kbps and
16 kbps, respectively. The improved performance of the modified TCP versions is still evident because of the
changed recovery mechanism and timeout management. In the case with bandwidth of 16 kbps the enhance-
ment registered with respect to TCP-NewReno behaviour is less clear than in the previous tests because of the
limited bandwidth-delay product. It is equal to few segments in this case and also TCP-NewReno is able to
offer satisfying performance if timeouts are not so frequent, as in the example reported in Fig. 7. Differently,
in Fig. 6, the high number of timeouts causes a severe degradation of TCP performance.



Time-Sequence diagram: Bandwidth=1Mbps, Transfer size=1Mbytes
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Fig. 4. Comparison of sequence diagrams for the proposed transport solutions (bandwidth of 1 Mbps).

Time-Sequence diagram: Bandwidth=256kbps, Transfer size=1Mbytes
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Fig. 5. Comparison of sequence diagrams for the proposed transport solutions (bandwidth of 256 kbps).

252 T. de Cola, M. Marchese / Computers and Electrical Engineering 32 (2006) 241–265
In order to analyse the role played by the timeout management in data communications performed in wire-
less environment more deeply, the case where the channel state is very critical is considered, experiencing a
probability of packet lost equal to 0.50 (p1 = 0.50, in practice a useless channel). It is straightforward that
it concerns a particularly extreme case because the probability of receiving both a correct and corrupted
packet is the same. This investigation is however important if we consider that in radio-military networks
the partial unavailability of the transmission link and, then, the high number of data packet lost is not a rare
event, because of the hazardous conditions in which the transaction has to be accomplished. As shown in the
time-sequence diagram depicted in Fig. 8 (containing the transmitted number of bytes versus time for the three



Time-Sequence Diagram: Bandwidth=64kbps, Transfer size=1Mbytes
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Fig. 6. Comparison of sequence diagrams for the proposed transport solutions (bandwidth of 64 kbps).

Time-Sequence Diagram: Bandwidth=16kbps, Transfer size= 1Mbytes
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Fig. 7. Comparison of sequence diagrams for the proposed transport solutions (bandwidth of 16 kbps).
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transport layers, a transfer size of 100 kbytes and a bandwidth of 64 kbps), the behaviour experienced by the
TCP-radio-newRTO is more performant than the other solutions, thanks to the modified timeout manage-
ment that assures acceptable performance results even if the channel state is very critical. It is also noticeable
that at the beginning of the transaction the modified TCP versions (i.e. TCP-radio and TCP-radio-newRTO)
present similar behaviours because no timeouts have occurred yet. On the contrary, in the following of the
communication the difference is more evident because timers expire several times and only TCP-radio-new-
RTO is able to manage them efficiently.



Time-Sequence Diagram: Bandwidth = 64Kbps -Transfer Size=100Kbytes
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Fig. 8. Comparison of sequence diagrams for proposed transport solutions.
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6. Performance evaluation

As introduced in the previous sections, the reference scenario is composed of one wireless link whose band-
width has been assumed, as in the previous section, equal to 16, 64, 256 kbps and 1 Mbps. Concerning the
latency imposed in each emulation, a delay of 1 s has been considered. In order to evaluate the overall behav-
iour of the system, different traffic loads have been considered. For each test, file transfers of 3 k, 10 k, 100 k,
500 k, 1 Mbytes have been performed. The overall analysis has been achieved considering three different val-
ues of packet loss probability, namely p1 = 0.10 (indicated as test 1), 0.30 (indicated as test 2) and 0.50 (indi-
cated as test 3), in order to show the behaviour of the introduced protocol solutions when the wireless
environment is under very hazardous conditions. In particular the first tests implements a value of 0.10 that
is quite common in typical radio military systems; in next tests this value raises up to 0.30 and 0.50. For the
sake of the completeness and to increase the statistical validation, each test has been performed by considering
three different couples of values of the transition probabilities (a,b), which rule the average duration of outage
periods, as mentioned in the test description below.

In order to take more detailed and precise indications about the performance, two different metric param-
eters have been employed

• The normalised throughput (7), computed as the ratio between the registered average throughput and the
network available bandwidth,
Normalized throughput ¼ Throughput

Bandwidth
ð7Þ
• The gain (8) in terms of end-to-end delay service reported for each analysed protocol solution with respect
to TCP-NewReno implementation. The gain (%) has been calculated as
Gainð%Þ ¼ T TCP�NewReno � T
T TCP�NewReno

� 100 ð8Þ
where T stands for the end-to-end service delay reported by the analysed solutions and TTCP-NewReno for the
same quantity got by using the TCP-NewReno solution, taken as reference.
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The solutions introduced in the paper have been compared with other schemes proposed by the scientific
community. In this perspective TCP-Westwood+ has been considered, in order to exploit its capabilities of
bandwidth estimation that may be very profitable in a wireless environment. To establish a maximum perfor-
mance bound, an ‘‘ideal’’ transmission protocol, has been considered. It knows the channel state a priori and,
as a consequence, is able to transmit data segments when the channel really allows it. It is straightforward that
it represents a non-realistic case but it provides an upper bound of the performance results that may be
achieved by real transport solutions when the communication is performed in the same channel conditions.
And the packets’ overhead is the same.

Concerning the test performed with TCP-Westwood+ (implemented without SACK), the Ns-2 [45] simu-
lator has been employed; the ‘‘ideal’’ algorithm has been tested through a simple simulator written in C
language.

6.1. Test 1 (p1 = 0.10)

Different emulations has been performed by setting the following transition probability (a,b): (0.001, 0.01),
(0.01, 0.1) and (0.1, 1). The registered results have been averaged. The normalised throughput and the gain are
the performance metrics.

The cases where a bandwidth of 1 Mbps and 256 kbps is available are considered in Figs. 9 and 10, respec-
tively. The normalised throughput versus the transfer size is shown for the different TCP alternatives and for
the ideal case. It is important to notice that a high bandwidth-delay product is present and, as a consequence, a
poor result is expected from TCP-NewReno, which is not able to assure high performance in environments
where high delay and bandwidth capacity are experienced. The more effective behaviour of TCP-radio and
TCP-radio-newRTO with respect to TCP-NewReno and TCP-Westwood+ is clear when big transfers are con-
sidered. Actually the two novel protocols are able to fill the bandwidth pipe and even in presence of bursty
losses they can effectively recover without heavy deterioration of the overall performance. In more detail,
TCP-radio and TCP-radio-newRTO offer normalised throughput values (last column of Figs. 9 and 10) just
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over 0.6 when a transfer of 1 Mbytes is analysed. For lower transfer sizes, the advantage is progressively less
evident. In particular, for size of 3 kbytes and 10 kbytes the difference among the different solutions is very
limited, because the reduced number of segments entering the network. In short, the performance of TCP-
radio-newRTO for big sizes of transfer is quite close the ideal one; in particular, for 500 kbytes and 1 Mbytes
sizes, TCP-radio-newRTO guarantees throughput values of 0.52 and 0.61 while the ideal solution ranges from
0.59 to 0.65.

Another important aspect is that TCP-Westwood+ always behaves better than TCP-NewReno: this effect is
mainly due to the employment of a bandwidth estimation mechanism, which allows proper adjustments of
cwnd values, rather than drastically halving the packets in flight, as TCP-NewReno does. On the other hand,
the performance experienced by TCP-Westwood+ is lower than TCP-radio and TCP-radio-newRTO, because
it is not able to fill the bandwidth pipe completely.

The cases of bandwidths 64 kbps and 16 kbps, are shown in Figs. 11 and 12, respectively. The differences
between the solutions are small. The bandwidth-delay product is limited and also TCP-NewReno and TCP-
Westwood+ are able to offer quite satisfying results. This aspect is still more evident if the behaviour experi-
enced with a bandwidth of 16 kbps is analysed more deeply. In this case all the solutions present normalised
throughput values close to the Ideal case, especially when a transfer size of 3 kbytes and 10 kbytes is consid-
ered. From Fig. 12, it is clear that also TCP-NewReno offers effective performance results because the band-
width pipe in this case corresponds to the transmission of just three segments and, as a consequence, it can be
quickly filled by the standard TCP transmission scheme. The normalised throughput registered by the TCP-
NewReno in Fig. 12 (last column, namely 0.52) is however lower than the other solutions because the recovery
mechanism has the effect of approximately halving the congestion window (cwnd), setting it to the half the
packets in flight, and thus, of deteriorating the performance. TCP-Westwood+ still outperforms TCP-New-
Reno because of its enhanced capabilities in the recovery phase.

The end-to-end delay service gain (%) with respect to TCP-NewReno one is the metric now. Differently
from the analysis reported above (i.e. normalised throughput), the performance results for each transfer size
is analysed by modifying the channel bandwidth value.
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Fig. 11. Normalised throughput with a bandwidth of 64 kbps.
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Figs. 13 and 14 show the Gain in percentage versus the bandwidth available for a transfer size of 3 kbytes
and 10 kbytes, respectively. The number of segments transmitted is small and the gain expected with respect to
TCP-NewReno cannot be too high. From Fig. 13: TCP-radio-newRTO and TCP-radio, which provide the
best results, have a gain ranging from 26% to 0.5% and from 15% to 0.3%, respectively, as the available band-
width value decreases. The reason of it is twofolds: on one hand the limited number of segments transmitted
throughout the network does not allow modified TCP versions to take a significant gain over TCP-NewReno;
on the other hand, by reducing the available bandwidth, the results collected for each protocol solution are
very close the reference because of limited bandwidth-pipe. Furthermore, from Fig. 14: the behaviour is sim-
ilar. The gain ranges from 70% to 0.8%, for TCP-radio-newRTO, and from 65% to 0.5%, for TCP-radio. TCP-
Westwood+ provides a maximum gain of about 10% when a bandwidth of 1 Mbps is available. This slight
improvement with respect to TCP-NewReno is due to the fact that the employed implementation does not
support SACK option and it cannot guarantee results as satisfying as the other modified TCP versions.

By further increasing the transfer size (100 kbytes, 500 kbytes and 1 Mbytes, as shown in Figs. 15–17,
respectively), it is important to note that TCP-radio-newRTO and TCP-radio provide higher gain results;
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Fig. 16. Gain (%) with a transfer size of 500 kbytes.
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Fig. 17. Gain (%) with a transfer size of 1 Mbytes.
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in particular a maximum gain well over 90% for TCP-radio-newRTO in all the shown cases of 1 Mbps of
bandwidth is available. Concerning TCP-radio, the maximum gain ranges from 80% (transfer size of 100 k)
to 96% (transfer size of 1 Mbytes). The main element of this investigation is that both solutions provide per-
formance results very close to the Ideal ones.

6.2. Test 2 (p1 = 0.30)

In this case, in order to increase the statistical validation of the performed emulation, three different couples
of values for the transition probabilities have been considered: (0.428, 1), (0.0428, 0.1) and (0.00428, 0.01). It is
straightforward that the performance results are heavily affected by the packet error rate equal to 0.3. For the
sake of simplicity but without loss of generality, in the following, only the case of 1 Mbps is considered,
because it provides the most interesting results in terms of normalised throughput and gain. Fig. 18 shows
the normalised throughput in logarithmic scale versus the transfer sizes for the considered transport algo-
rithm. Fig. 19 shows the gain in the same conditions. Very low throughput values are provided for all the solu-
tions. In general TCP-radio and TCP-radio-newRTO provide the best performance values, as in the previous
cases; providing numerical results ranging from 0.002 to 0.006, for TCP-radio, and from 0.002 to 0.06 for
TCP-radio-newRTO, by increasing the transfer size. Concerning TCP-Westwood+ and TCP-NewReno, the
values registered are very low and are the consequence of the implemented recovery mechanism, which does
not perform well in presence of long bursts of errors. In particular, from Fig. 18 the values range from 0.0006
to 0.0004 for TCP-NewReno and from 0.002 to 0.004 for TCP-Westwood+. Ass outlined in the previous anal-
ysis, the limited performance of TCP-Westwood+ is also determined by the unemployment of SACK option,
which is recommended in highly noisy environments. For transfer size of 1 Mbytes, the TCP-NewReno value
is not indicated, because the registered value is too low due to the high number of retransmissions and it is not
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significant. It is obvious from the above observations and from the diagram shown in Fig. 18, that the Ideal
case outperforms all the prospected solutions.

From the point of view of the gain in terms of end-to-end delay service with respect to TCP-NewReno,
some important indications arise from Fig. 19. In particular, the advantages provided by the different solu-
tions with respect to the reference are meaningful. All the solutions offer gain over 40%, growing as the trans-
fer size increases. This aspect is mainly due to the fact that, effectively, TCP-radio and TCP-radio-newRTO
implement an enhanced recovery mechanism; on the other hand, TCP-NewReno performance is very unsat-
isfying. TCP-Westwood+ provides very satisfying results with respect to TCP-NewReno. Finally, as outlined
before, the numerical results corresponding to the case of 1 Mbytes are not really significant, because TCP-
NewReno experiences a very high end-to-end service delay and for all the protocol solutions similar gain
results, close to 100%, are observed.

6.3. Test 3 (p1 = 0.50)

Finally the case of useless channel (a packet error rate equal to 0.50) is considered. This case deserves a
particular attention, because it describes the case where radio-military communications are performed in
extremely hazardous conditions.

All the emulations have been achieved by considering as transition probability values the couple (0.1, 0.1).
The statistical validation has been completed by performing repeated tests with the same transition
probabilities.

Due to the very high packet error rate experienced in the transmission links, the expiration of TCP timers
is a very frequent event. So it is expected that TCP-based transmission mechanisms behave very poorly.
Moreover, because of the high number of retransmissions, in these conditions it is also possible to assist to
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connection aborts. Given the high impact on transport protocol design that such an environment may have,
all the bandwidth values tested will be punctually focused.

At the beginning, the investigation is addressed to the study of the normalised throughput. Bandwidth val-
ues equal to 1 Mbps and 256 kbps are considered in Fig. 20 and in Fig. 21 that shows the normalised through-
put versus the transfer size for all the schemes. All the solutions offer unsatisfying results, because of the heavy
impact of the error rate on data communication. In particular TCP-NewReno and TCP-Westwood+ for the
cases of transfer sizes ranging from 3 kbytes to 100 kbytes provide normalised throughput results ranging
from 0.0001 to 0.0008; when greater transfers of data are explored, the related connections are aborted or ter-
minated after a very long time; the values are not reported because not significant. Concerning TCP-radio,
improved results with respect to the previously discussed ones are experienced; however, globally the perfor-
mance result is not satisfying. This behaviour, apparently in contradiction with the tests performed at packet
error rates of 0.1 and of 0.3, is due to the timeout management that is based on the backoff algorithm and,
causes long idle periods between successive retransmissions. For what concerns TCP-radio-newRTO, the
results show that its behaviour is far from Ideal, but more performant that the other solutions considered. This
aspect is mainly due to the enhanced timeout management, which is no longer based on the backoff mecha-
nism and allows a better utilization of the available bandwidth, without wasting too long time between suc-
cessive retransmissions.

Also for other bandwidth cases (i.e. 64 kbps and 16 kbps, reported in Fig. 22 and in Fig. 23) similar con-
clusions hold. In more detail, from Figs. 22 and 23: for transfers of small size (namely 3 kbytes and 10 kbytes)
the results reported for each protocol solution are quite close each other. When the dimension of the transfer
increases and consequently also the number of the retransmissions, the efficacy of TCP-radio-newRTO and
TCP-radio is straightforward. Taking the case with a bandwidth of 16 kbps, as an example, TCP-Westwood+
and TCP-NewReno for transfer of 100 kbytes have a normalised throughput of about 0.01. On the other
hand, with TCP-radio the throughput is 0.065 and, with TCP-radio-newRTO, is 0.165. Moreover, when
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the transfer size increases (i.e. cases of 500 kbytes and 1 Mbytes) only TCP-radio-newRTO is able to complete
the data communication, while in the other cases the connections are aborted or successfully terminated after a
very long time.

Concerning the gain in term of end-to-end service delay, with respect to TCP-NewReno, transfer sizes of
reduced dimension such as 3 kbytes and 10 kbytes are shown in Fig. 24 and in Fig. 25. The gain obtained with
TCP-radio and TCP-radio-newRTO is significant when bandwidth values of 1 Mbps and 256 kbps are consid-
ered; in particular, taking the maximum gain, numerical values range from 77% to 95%. It is straightforward
that, for transfer of small dimensions as the one considered here, if the channel bandwidth decreases also the
gain is lower because the performance are very close to TCP-NewReno.

Concerning the case of transfer size equal to 100 kbytes depicted in Fig. 26, the impact of a packet error rate
of 0.50 is more evident. In this configuration, TCP-NewReno and TCP-Westwood+ are not efficient at all.
TCP-radio and TCP-radio-newRTO offer gain values ranging from 72% to 97.5%. TCP-Westwood+ does
not offer any gain. This is due to the missing employment of the SACK option in the considered Westwood+
implementation, which does not assure an effective retransmission procedure.
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Fig. 24. Gain (%) with a transfer size of 3 kbytes.
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Fig. 25. Gain (%) with a transfer size of 10 kbytes.
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Fig. 26. Gain (%) with a transfer size of 100 kbytes.
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Fig. 27. Gain (%) with a transfer size of 500 kbytes.
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Fig. 28. Gain (%) with a transfer size of 1 Mbytes.
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Finally, regarding configurations with transfer sizes of 500 kbytes and 1 Mbytes, whose results are con-
tained in Fig. 27 and in Fig. 28, respectively, the situation is more critical: as previously pointed out, except
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for TCP-radio-newRTO, transfers require long time and, in most cases, the connections are aborted because
the number of retransmissions exceeds the maximum allowed by TCP. In this case, TCP-radio-newRTO is the
more satisfying solution, because offers results very close to the Ideal solution and makes the accomplishment
of the communication possible, while the other solutions cannot always match it.
7. Conclusions

The paper has been addressed to the study of transmission mechanisms to be implemented at the transport
layer and to be applied in a wireless environment, where constraints of specific radio-military applications
have to be respected. In this perspective, by taking the TCP protocol implementation as a reference, two
novel solutions (TCP-radio and TCP-radio-newRTO) have been designed and compared with TCP-NewReno
and TCP-Westwood+ in order to check their effectiveness. For this purpose, the investigated protocol solu-
tions have been deeply analysed by considering transfers of different sizes performed in critical channel con-
ditions. The study has focused on the normalised throughout and on the gain in terms of end-to-end delay
with respect to TCP-NewReno. The performed emulations pointed out that in presence of packet error rate
equal to 0.1 and 0.3 and with availability of high bandwidth values, such as 1 Mbps and 256 kbps, the
employment of the novel solutions allows registering high performance results. On the other hand, if there
is a lower availability of network resources (i.e. 64 kbps and 16 kbps), the utilization of TCP-Westwood+
or TCP-NewReno provides still effective results, because of the limited bandwidth pipe to fill. When the chan-
nel status is extreme and a packet error rate equal to 0.5 (useless channel) is assumed, TCP-Westwood+,
TCP-NewReno and TCP-radio performances are heavily deteriorated, because of high number of retransmis-
sions. In this configuration, even if the channel state cannot be more critical and does not allow high perfor-
mance in terms of normalised throughput, TCP-radio-newRTO guarantees better results than other solutions
and can manage the accomplishment of the data communication when transfers of big size are performed
(namely 1 Mbytes).

It is important to say that the two modified versions of TCP are able to assure high performance results
maintaining the socket API semantic and applying only minor modifications on the transmission mechanisms
implemented in TCP-NewReno for what concerns congestion window ruling, recovery mechanism (both TCP-
radio and TCP-radio-newRTO) and TCP timeout management (only TCP-radio-newRTO).
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