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Chapter  2

INTRODUCTION

Context-aware smartphone applications should 
answer the following questions about the device’s 

surroundings (Dey, 2000): What, Who, Where, 
When, Why and How. As a consequence, in order 
to provide context-aware services, a description of 
the smartphone’s environment must be obtained 
by acquiring and combining context data from 
different sources, both external (e.g., cell IDs, GPS 
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ABSTRACT

Combining the functions of mobile phones and PDAs, smartphones can be considered versatile devices 
and offer a wide range of possible uses. The technological evolution of smartphones, combined with their 
increasing diffusion, gives mobile network providers the opportunity to come up with more advanced and 
innovative services. Among these are the context-aware ones, highly customizable services tailored to 
the user’s preferences and needs and relying on the real-time knowledge of the smartphone’s surround-
ings, without requiring complex configuration on the user’s part. Examples of context-aware services are 
profile changes as a result of context changes, proximity-based advertising or media content tagging, etc.

The contribution of this chapter is to propose a survey of several methods to extract context information, 
by employing a smartphone, based on Digital Signal Processing and Pattern Recognition approaches, 
aimed at answering to the following questions about the user’s surroundings: what, who, where, when, 
why and how. It represents a fundamental part of the overall process needed to provide a complete 
context-aware service.
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coordinates, nearby Wi-Fi and Bluetooth devices) 
and internal (e.g., idle/active status, battery power, 
accelerometer measurements).

Several applications explicitly developed for 
smartphones will be surveyed in this chapter. In 
more detail, an overview of the context sources 
and sensors available to smartphones and the pos-
sible information they can provide is proposed in 
Section “Smartphones: an Overview”.

The general logical model of a context-aware 
service composed of i) Context Data Acquisition, 
ii) Context Analysis and iii) Service Integration is 
introduced in Section “Context-Aware Services”. 
A set of possible context-aware services such as 
Audio Environment Recognition, Speaker Count, 
Indoor and Outdoor Positioning, User Activity 
Recognition is listed in the following Sections. 
Further details concerning the aforementioned 
Context Analysis phase for specific context-aware 
services, which have been designed and imple-
mented for smartphone terminals, are introduced 
as well.

In the specific case of this chapter, all context-
aware services are based on sophisticated Digital 
Signal Processing approaches that have been spe-
cially designed and implemented for smartphones. 
The presented methods have been designed based 
on the principles set out by the corresponding re-
lated literature in the field, while additionally all 
the described solutions concern specific proposals 
and implementations performed by the authors.

Specifically, Audio Signal Processing-based 
services are introduced in Section “Audio Signal 
Processing based Context-Aware Services”. In 
more detail, Environment Recognition (Pert-
tunen, 2009) and Speaker Count (Iyer, 2006) 
services are described. Concerning Environment 
Recognition, both the architecture and the signal 
processing approach designed and implemented 
to identify the audio surrounding of the terminal 
(by distinguishing among street, overcrowded 
rooms, quiet environment, etc.) will be presented. 
Speaker Count services will be introduced as well. 
In detail, determining the number of speakers 

participating in a conversation is an important 
area of research as it has applications in telephone 
monitoring systems, meeting transcriptions etc. In 
this case the service is based on the audio signal 
recorded by the smartphone device. The speech 
processing methodologies and the algorithms 
employed to perform the Speaker Count process 
will also be introduced.

An overview of services based on the process-
ing of signals received by smartphones’ network 
interfaces such as GPS receiver, Wi-Fi, Bluetooth, 
etc. is proposed in Section “Network Interface 
Signal Processing based Context-Aware Services: 
Positioning”. In particular, Indoor Positioning 
methods (Wang et al., 2003) have been taken 
into account. In this case the information required 
to carry out the positioning process is obtained 
from multiple sources such as the Wi-Fi interface 
(in the case of Indoor Positioning) and the GPS 
receiver (in the case of Outdoor Positioning). In 
particular, the methods suitable for smartphone 
implementation will be illustrated with particular 
emphasis on the Indoor Positioning approaches 
that have been implemented and tested directly 
on smartphones.

Finally, possible User Activity Recognition 
services (Ryder, 2009) that can be provided, 
starting from raw data acquired directly from the 
measurements carried out by the smartphone’s 
accelerometer, are introduced in Section “Accel-
erometer Signal Processing based Context-Aware 
Services”. In this case, additional technical details 
on the methods for the classification of activities 
such as walking, running, etc. will be described.

In all Sections where specific context-aware 
services will be introduced, the design and the 
implementation aspects of each service will also 
be detailed, based on the practical expertise, the 
employed test-beds and the results obtained dur-
ing specific experimental campaigns that we have 
conducted. The chapter moreover will focus on the 
computational load and the energy consumption 
that is required to provide specific context-aware 
services in order to take into account the limited 
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computational capacity and energy autonomy of 
smartphone platforms.

CONTEXT-AWARE SERVICES 
FOR SMARTPHONES

Smartphones: An Overview

For the next years, several market experts predict 
a significant growth in the market for converged 
mobile devices that simultaneously provide voice 
phone function, multimedia access, PDA capabili-
ties and game applications. These devices will 
allow expanding the current market by adding new 
types of consumers. In fact, they will employ these 
devices for activities very different with respect 
to classical mobile phone calls usage.

This new trend will drive both Original Equip-
ment Manufacturers (OEMs) and Carriers to meet 
this growth by providing smart devices and new 
services for the new class of users. In more detail, 
in 2003 it was estimated that converged mobile 
devices, also termed smartphones, made up three 
percent of worldwide mobile phone sales volume. 
Nowadays, the smartphone market is continuing to 
expand at triple digit year-over-year growth rates, 
due to the evolution of voice-centric converged 
mobile devices, mobile phones with application 
processors and advanced operating systems sup-
porting a new range of data functions, including 
application download and execution.

In practice, smartphones will play a crucial 
role to support the users’ activities both from 
the professional and private viewpoint. Context-
aware services, object of this work, are a signifi-
cant example of new features available to users. 
For this reason, before the survey of possible 
context-aware services for smartphones, a brief 
introduction concerning the smartphone platform 
in terms of hardware and software architecture is 
provided starting from (Freescale Semiconductor 
Inc., 2008), as well as a survey of the available 
smartphone Operating Systems.

Smartphone Architecture

From the hardware viewpoint, the first generation 
of analog cell phones was composed of devices 
consisted of a discrete single Complex Instruction 
Set Computing (CISC)-based microcontroller 
(MCU) core. Its task concerned the control of 
several analog circuits. The migration from analog 
to digital technology created the necessity of a 
Digital Signal Processor (DSP) core.

In fact, more advanced architectures included 
both cores, thus creating a dual-core system consist-
ing of an MCU and a DSP, which were integrated 
in a single Application Specific Integrated Circuit 
(ASIC). Actually, the aforementioned dual-core 
architectures did not support the feature require-
ments of converged devices because they were 
designed only to support communications tasks. 
As a result, today’s smartphone architecture re-
quires additional processing resources. Currently, 
a discrete application processor is included in the 
architecture together with the discrete dual-core 
cellular baseband integrated circuit. Each proces-
sor requires its own memory system including 
RAM and ROM, which complete the computa-
tion architecture of a smartphone. Together with 
the above described architecture, recent mobile 
devices include wireless networking interfaces, 
such as Wi-Fi and Bluetooth technology. Each 
added communication interface, in several cases 
also very useful to provide context-aware services, 
requires additional modules for each function, 
including radio transceivers, digital basebands, 
RAM and ROM components within the module. In 
practice, modern smartphones mount a minimum 
of three, or as many as six, processors, each with 
its own dedicated memory system, peripherals, 
clock generator, reset circuit, interrupt controller, 
debug support and inter-processor communica-
tions software. Obviously, the overall architecture 
requires a power supply system.

A logical scheme of the described smartphone 
architecture is reported in Figure 1.
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Concerning the software, the Cellular Base-
band block shown in Figure 1, typically divides 
its tasks in the same way. In particular, the DSP 
performs signaling tasks and serves as a slave 
processor to the MCU, which runs the upper 
layer (L2/L3) functions of the communication 
protocol stack. On one hand, the Layer 1 signal 
processing tasks, handled by the DSP, include 
equalization, demodulation, channel coding/de-
coding, voice codec, echo and noise cancellation. 
On the other hand, the MCU manages the radio 
hardware and moreover implements the upper 
layer functions of the network protocol stack, 
such as subscriber identity, user interface, battery 
management and the nonvolatile memory for 
storage for the phone book. The Application 
Processor block, equipped with an MCU, man-
ages the user interface and all the applications 
running on a smartphone.

In this Hardware/Software architecture, it is 
worth noticing that the communication protocol 
tasks and multimedia workloads may lead to 
performance conflicts, since they share the smart-
phone resource. This problem, only mentioned 
here as it is out of the scope of the chapter, requires 
a sophisticated internetworking approach and, in 

particular, advanced inter-processor communica-
tions aimed at increasing processing availability 
and at reducing overheads and power consumption, 
which result in reduced battery life and usage time 
for the end user.

A possible low-cost solution to such a problem 
may be to merge the Application Processor and 
the Cellular Baseband blocks into a single ASIC 
consisting of two or three cores. This approach 
eliminates the performance conflict between the 
communication protocol and multimedia tasks, 
although the complexity of the inter-processor 
communication is not reduced significantly.

Operating Systems Survey

Nowadays, the software functions previously 
described are obtained by using dedicated Operat-
ing Systems (OSs) designed and implemented for 
smartphone platforms. For the sake of complete-
ness, a list of the currently available OSs is reported 
below. There are many operating systems designed 
for smartphones, the main ones being Symbian, 
Palm OS, Windows Mobile (Microsoft), Android, 
iPhone OS (Apple) and Blackberry OS (RIM).

Figure 1. Logical scheme of the modern smartphones’ hardware architecture
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The most common one is Symbian, but its 
popularity is declining due to the recent diffu-
sion of other OSs such as Android, iPhone and 
Blackberry. In fact, in recent years iPhone and 
BlackBerry phones have had a remarkable success, 
while the popularity of Android (the open source 
OS developed by Google) is constantly on the 
rise, after a very successful 2009. In more detail, 
Symbian OS is an open operating system adopted as 
standard by major global firms producing mobile 
devices (cell phones, smartphones, PDAs) and 
is designed to support the specific requirements 
of data transport generation mobile devices (2G, 
2.5G and 3G). In 2005 the first version of the 
9.x series (version 9.1) was released and, in par-
ticular, in 2006 version 9.3 included multimedia 
processing features, which are of great interest 
to the current applications of the smartphone 
platforms. Palm OS was developed in 1996 and 
released by the American Palm OS PalmSource 
Inc., later acquired by Japan’s Access Systems 
which immediately reformulated the project with 
the aim to embrace the power and versatility of 
the Linux operating system. Despite having been 
announced for 2007, the new Palm OS at the mo-
ment is not yet available. Windows Mobile is the 
Microsoft operating system, including a suite of 
basic applications, dedicated to mobile devices. In 
this particular case, the user interface of the OS is 
very similar to the latest versions of the operating 
system for desktop and notebook PCs. In 2007 
Google planned to develop a smartphone to com-
pete directly with the Apple iPhone. Actually, in 
the early 2008 Google’s management claimed not 
to be interested in the implementation of hardware, 
but in the development of software. In fact, Google 
launched a new OS called Android, an open source 
software platform for mobile devices, based on the 
Linux operating system. As detailed in the follow-
ing Section, Android together with Symbian have 
been employed in our experiments to implement 
the described context-aware services. iPhone OS 
is the operating system developed by Apple for 
iPhone, iPod and iPod Touch and it is, in practice, 

a reduced version of Mac OS X. BlackBerry OS 
is the operating system developed by Research In 
Motion (RIM) and it is specifically designed for 
its own devices (BlackBerry).

Context-Aware Services

In this Section, a brief overview of the concept of 
context-aware services is provided. The overall 
framework presented here is based on the work 
reported in (Marengo et al, 2007) and in refer-
ences therein.

In more detail, the real-time knowledge of 
a user’s context is able to offer a wide range of 
highly personalized services. It makes services 
really customized because they are based on the 
environments, the behavior and other context 
factors that users themselves are experiencing 
when the services are provided. In practice, all 
the information a user may receive, for example 
by using a smartphone, which is also the source 
of context data in the case of this chapter, is based 
on position and geographic area in which users 
are, on the activities that are taking place and on 
the users’ preferences. In practice, Context-Aware 
services provide useful information to users start-
ing from the answers to the questions about the 
device’s surroundings: What, Who, Where, When, 
Why and How.

The contribution of this chapter is to propose 
a survey of several methods to extract context 
information, by employing a smartphone, based 
on Digital Signal Processing and Pattern Recogni-
tion approaches, aimed at answering to the afore-
mentioned questions. It represents a fundamental 
part of the overall process needed to provide a 
complete context-aware service as briefly detailed 
in the following.

From a more technical perspective, a system 
that realizes a complete context-aware service can 
be divided into three, successive and complemen-
tary, logic phases (or stages) listed below taking 
smartphone terminals as reference: i) Context 
Data Acquisition; ii) Context Analysis; iii) Ser-
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vice Integration. A scheme of the overall process 
to provide such service in reported in Figure 2, 
which is a slightly revised version of the scheme 
proposed in (Marengo, 2007).

Stage 1: Context Data Acquisition

During this stage, context information is captured 
and aggregated starting from signals generated by 
various information sources available (typically 
sensors or network interfaces).

These sources can provide information con-
cerning the employed network accesses (e.g., using 
the GSM network rather than UMTS or the Wi-Fi 
interface), concerning the terminal (e.g., battery 
level, idle terminal) or information obtained by 
signals acquired by sensors on the device (e.g., 
microphone, accelerometer).

At this stage, considering the very limited 
resources available in a smartphone, in particular 
from the computational and energetic viewpoint, 
it is important to realize Context data acquisi-
tion approaches able to collect data quickly and 
to integrate heterogeneous information sources.

Stage 2: Context Analysis

It is the stage where information previously 
acquired provided by smartphones’ sources is 
processed. This level is very important because 

it is responsible for the process that starts from 
“raw” data and ends with the decision of the 
context in which the device is. In particular, the 
main functions of this level are the identification 
of the context of a user and the generation of 
complete context information, starting from lower 
level information, i.e. raw data, which is directly 
captured by the smartphone’s sensors.

In this case signal processing and pattern 
recognition methods play a crucial role. In fact, 
at this stage smartphones must process the data 
supplied from the lower level of context and apply 
the algorithms needed to extract information from 
such data and provide higher level information.

Stage 3: Service Integration

This is the final stage where the context-aware 
information is exploited to provide the output of 
the overall context-aware service. In practice, in 
this phase, the services are provided to the users. 
For example, an e-health context-aware service 
may concern the tele-monitoring of long-suffering 
users through a smartphone terminal: signals 
(lower level information) from the microphone, 
from the accelerometer and from the GPS receiver 
are captured (Stage i); information (higher layer 
information) about the environment, the move-
ment and the position of the long-suffering users 
is provided (Stage ii); possible feedbacks to the 

Figure 2. Stages of a context-aware service realized with smartphones adapted from (Marengo, 2007)
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long-suffering users and/or to the medical/emer-
gency personnel of a clinic are provided directly 
in their own smartphones (Stage iii).

AUDIO SIGNAL PROCESSING 
BASED CONTEXT-
AWARE SERVICES

In the next few years, mobile network providers 
and users will have the new opportunity to come 
up with more advanced and innovative context-
aware services based on the real-time knowledge 
of the user’s surroundings. In fact, context data 
may also be acquired from the smartphone’s audio 
environment. In general, the classification of an 
audio environment, the correspondence between 
two or more audio contexts or the number and the 
gender of active speakers near the smartphone, 
together with other possible context features, can 
be useful information employed to obtain help-
ful contents and services directly by the mobile 
users’ devices.

Environment Recognition

In this sub-section the implementation and the 
related performance analysis of an Audio Fin-
gerprinting platform is described. The Audio 
Fingerprint is a synthesis of the audio signals’ 
characteristics extracted from their power density 
functions in the frequency domain. The platform 
and its capabilities are suited to be a part of a 
context-aware application in which acoustic en-
vironments correspondence and/or classification 
is needed.

In more detail, starting from the state of the 
art concerning Digital Signal Processing (DSP) 
and Acoustic Environment Classification (AEC), 
we implemented a system able to analyze the cor-
respondence among audio signals. The proposed 
platform, and in particular the software procedure 
implemented in it, produced encouraging experi-
mental results, in terms of correct correspondence 

among audio environments, and the computations 
needed to provide audio signal correspondence, 
introduced below, are performed in a reasonable 
amount of time.

The implemented platform is a hardware/
software system able to evaluate the correspon-
dence between two or more audio signals. It is 
composed of N terminals, called Clients, directly 
connected to a centralized Server. In the proposed 
implementation, shown in Figure 3, N = 2 ter-
minals have been used. In general, the network 
employed to connect the platform elements may 
be a Local Area Network (LAN) or other possible 
network typologies (e.g., Wireless Local Area 
Network (WLAN) as in the case of our work) 
may be employed without loss of functionality. 
All network nodes are synchronized by using the 
well-known Network Time Protocol (NTP) and a 
specific reference timing server. Synchronization 
is a necessary requirement. It allows performing 
a reliable evaluation of the audio signals corre-
spondence. In fact, when two equal audio signals 

Figure 3. Audio fingerprinting platform archi-
tecture
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are unsynchronized the system might not detect 
their correspondence.

In more detail, the aim of the Clients is to 
record audio signals from the environments where 
they are placed, to extract the audio fingerprints, 
as described below, and write it in a textual file. 
The Clients subsequently send the file containing 
the fingerprints to the Server by employing the 
Hyper Text Transfer Protocol (HTTP). The 
Server node receives the fingerprints transmitted 
through the network and evaluates their possible 
correspondence as detailed in the following. To 
allow the fingerprint transmissions via HTTP, an 
Apache server has been installed on each node of 
the network.

The proposed architecture is suited to be used 
to fulfill two typical context-awareness actions: 
the environment classification and the environ-
ment correspondence. The former application is 
aimed at recognizing an environment starting from 
one ore more fingerprints of the recorded audio 
and comparing them with previously loaded fin-
gerprints, representative of a given environment, 
stored in a specific Data Base (DB) in the Server 
node of the platform. The latter action is aimed 
at establishing if two or more audio fingerprints 
coincide.

The implemented platform, described in this 
sub-section, has been configured to fulfill the 
second action (the audio fingerprints correspon-
dence) and in the specific case of the platform 
implemented by our research group, the Clients 
are smartphones. The considered environments, 
in the case of this implemented architecture, are 
five: quiet environment (silence); an environment 
where there is only one speaker; an environment 
where there is music; noisy environment; a noisy 
environment where there are also several speakers.

In the architecture shown in Figure 3, the Client 
part is composed of three fundamental components 
whose functions are:

• Audio Recording;
• Fingerprint Computation;

• Fingerprint Storing.

Furthermore, the Server component plays a cru-
cial role. It is a typical web server where dynamic 
PHP pages have been implemented to exchange 
fingerprints among different client devices and to 
compute the correspondence between fingerprints. 
In more detail, the Server has two specific aims:

• Fingerprint Storage (in this case the stored 
fingerprints have been received from dif-
ferent Clients);

• Fingerprint Correspondence Analysis (it 
compares different fingerprints and estab-
lishes if they are equal as detailed in the 
following).

In practice, the fingerprints computed by the 
Clients are sent to the Server, which saves them 
in its local database (DB) and, finally, a specific 
function implemented in the Server computes the 
correspondence between a given fingerprint of the 
database (or, alternatively, the last received one) 
and the stored ones. It allows finding the possible 
correspondence among audio fingerprints.

The employed procedures for the computa-
tion of audio fingerprints and of correspondence 
among fingerprints are described in the following.

Audio Fingerprint Computation

The considered audio fingerprint is a matrix of 
values representative of the energy of the recorded 
audio signal computed by considering specific 
portions of the entire frequency bandwidth of 
the signal. The method applied in this paper is 
based on the techniques reported in (Lee, 2006). 
It represents a revised Philips Robust Hash (PRH) 
approach (Doets, 2006), which has been chosen 
in this implementation because it is suited to be 
applied to smartphone platforms due to its limited 
computational load. The basic idea is to exploit 
the human hearing system, which can be mod-
eled (Peng, 2001) as a battery of 25 sub-bands 
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contained in the frequency interval between 0 
and 20 KHz. In more technical detail, the re-
corded audio signal is divided into 37 ms frames 
and Hann windowing is applied to each frame. 
Consecutive frames are overlapped by 31/32 in 
order to capture local spectral characteristics. This 
approach follows exactly the proposal reported 
in (Lee, 2006; Haitsma, 2006) where, through 
experimental campaigns, the frame length and the 
overlapping fraction have been found.

The energy of each of the above-mentioned 
25 sub-bandwidths is computed for each frame in 
the frequency domain, by employing its Fourier 
Transform. The energy of a sub-bands is subtracted 
to the value of the previous one. The obtained 
results are stored in a vector of 24 components. 
This procedure is iterated for each frame and the 
final result is a matrix with 24 rows (the size of 
each single energy vector) and a number of col-
umns equal to the number of frames. The final 
computation needed to extract the audio finger-
print requires the comparison, among columns, 
of the previously described matrix. In practice, 
for each row, each element is substituted by 1 or 
0, respectively, based on whether it is greater or 
lesser than the following element.

Correspondence Computation

Concerning the evaluation of the correspondence 
among extracted fingerprints, in more detail, the 
considered and implemented procedure is based on 
the method proposed in (Lee, 2006). In practice, 
as reported in Figure 4, the method computes a 
Match Score, which is the measure of the corre-
spondence between two audio fingerprints.

The computation is based on the fingerprints 
of short duration audio fragments. As a conse-
quence, the employed method is implicitly 
granted a low computational complexity. The 
previously-defined fingerprint comparison is 
performed in the frequency domain and not in the 
time domain. In more technical terms, the Match 
Score is the maximum value of the two-dimen-

sional cross-correlation between the fingerprint 
matrixes of the audio fragments. It ranges between 
0, which is the value of the Match Score in case 
of different fingerprints, and 1, which is the 
value of the Match Score in case of comparison 
among two identical audio fingerprints. To reduce 
the number of operations needed to compute the 
two-dimensional cross-correlation, such proce-
dure is carried out by computing the Discrete 
Fourier Transform (DFT) of the two fingerprint 
matrixes and by calculating their product, as 
schematically depicted in Figure 4. This approach 
has the obvious advantage of significantly reduc-
ing the number of operations required to obtain 
exactly the same results as in the time domain.

Speaker Count and 
Gender Recognition

Speaker count is applicable to numerous speech 
processing problems (e.g., co-channel interference 
reduction, speaker identification, speech recogni-
tion) but it does not yield a simple solution. Several 

Figure 4. Correspondence computation functional 
block
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speaker count algorithms have been proposed, both 
for closed- and open-set applications. Closed-set 
implies the classification of data belonging to 
speakers whose identity is known, while in the 
open-set scenario there is no available a priori 
knowledge on the speakers.

Audio-based gender recognition also has 
many possible applications (e.g., for selecting 
gender-dependent models to aid automatic speech 
recognition and in content-based multimedia 
indexing systems) and numerous methods have 
been designed involving a wide variety of context 
features.

Although for both problems many methods 
have produced promising results, available algo-
rithms are not specifically designed for mobile de-
vice implementation and thus their computational 
requirements do not take into account smartphone 
processing power and context-aware application 
time requirements.

In this Section, on the basis of our previous 
practical experience, a speaker count method based 
on pitch estimation and Gaussian Mixture Model 
(GMM) classification, proposed in (Bisio, 2010) 
is described. It has been designed to recognize 
single-speaker (1S) samples from two-speaker 
(2S) samples and to operate in an open-set sce-
nario. The proposed method produced encourag-
ing experimental results and sample recognition 
is obtained in a reasonable amount of time. In 
addition, a method for single-speaker gender 
recognition was designed as well, and it has led 
to satisfying results. In this case, the employed 
OS is Symbian.

Many of the existing speaker count methods 
are based on the computation of feature vectors 
derived from the time- and/or frequency- domain 
of audio signals and subsequent labeling using 
generic classifiers. While performance varies 
based on the considered application scenario, the 
best results exceed 70% classification accuracy.

Audio-based gender recognition is also com-
monly carried out through generic classifiers, 
with pitch being the most frequently used feature, 

although many different spectral features have 
also been employed. Classification accuracies 
are better than 90% for most methods.

However, available algorithms are not designed 
specifically for mobile device implementation and 
do not take into account smartphone processing 
power and time requirements of context-aware 
applications.

Speaker Count and Gender 
Recognition Approach

As previously mentioned, to give a practical idea of 
the possibilities offered by smartphone platforms, 
the implemented method proposed by the authors 
in (Bisio, 2010) has been taken as reference in the 
following. As briefly described below, the basic 
concept of the employed method (Pitch estima-
tion) can be employed for both Speaker Count and 
Gender Recognition approaches as listed below.

• Pitch Estimation. For voiced speech, pitch 
can be defined as the rate of vibration of the 
vocal folds (Cheveignè, 2002), so it can be 
considered a reasonably distinctive feature 
of an individual. The basic idea of the pro-
posed speaker count method is that if audio 
sample pitch estimates have similar values, 
the sample is 1S. If different pitch values 
are detected the sample is 2S. In (Bisio, 
2010) a pitch estimation method based on 
the signal’s autocorrelation was used be-
cause of its good applicability to speech 
and ease of implementation. Since pitch 
is linked to the speech signal’s periodic-
ity, the autocorrelation of a speech sam-
ple will present its highest values at very 
short delays and at delays corresponding 
to multiples of pitch periods. To estimate 
the pitch of an audio frame, the frame’s au-
tocorrelation is first computed in the delay 
interval corresponding to the human voice 
pitch range (50-500 Hz). The peak of this 
portion of autocorrelation is then detected 
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and the pitch is estimated as the reciprocal 
of the delay corresponding to the autocor-
relation peak.

• Speaker Count. An audio sample is divided 
into abutted frames and pitch estimates are 
computed for each frame. A given number 
of consecutive frames is grouped together 
in blocks, in order to allow the computa-
tion of a pitch Probability Distribution 
Function (PDF) for each block. Adjacent 
blocks are overlapped by a certain number 
of frames. The values adopted in this pa-
per are summarized in Table 1. A block’s 
PDF is computed by estimating the pitch 
and computing the power spectrum (via 
Fourier Transform) for each of the block’s 
frames. For every estimate the value of 
the PDF bin, which represents a small fre-
quency interval, containing that pitch is in-
creased with the frame’s power, obtained 
from the computed power spectrum, at 
the frequency corresponding to the pitch 
estimate.

Compared to computing PDFs by simply ex-
ecuting a “histogram count” (which increases by 
1 the value of a PDF bin for every pitch estimate 
falling into such bin), this mechanism allows 
distinguishing higher-power pitch estimates with 
respect to lower-power ones. It leads to more 
distinct PDFs and, as a consequence, more ac-
curate features.

In order to recognize individual blocks, a 
feature vector representing the dispersion of its 
pitch estimate PDF, composed of its maximum 
and standard deviation, is extracted and used by 
a GMM classifier to classify the block as either 
1S or 2S. Once all individual blocks have been 
recognized, the audio sample is finally classified 
through a “majority vote” decision.

• Gender Recognition. In addition to the 
speaker count algorithm, a method for 
single-speaker gender recognition was de-

signed as well. It was observed that satis-
fying results could be obtained by using a 
single-feature threshold classifier, without 
resorting to GMMs. In this case, the chosen 
feature is the mean of the blocks’ “histo-
gram count” PDF. In fact, pitch values for 
male speakers are on average lower com-
pared to female speakers, since pitch can 
be defined as the vibration rate of the vocal 
folds during speech and male vocal folds 
are greater in length and thickness com-
pared to female ones. Individual blocks 
are classified as “Male” (M) or “Female” 
(F) by comparing their PDF mean with a 
fixed threshold computed based on a train-
ing set. “Histogram count” PDFs are em-
ployed because it was observed that the de-
rived feature was sufficiently accurate. The 
weighted PDFs, which require the Fourier 
Transform of individual frames, are not 
used to significantly reduce the time re-
quired by the smartphone application to 
classify unknown samples.

Experiments and Results

In order to train the GMM and threshold classifiers 
an audio sample database has been employed. It 
was acquired using a smartphone, thus allowing 
the development of the proposed methods based 
on data consistent with the normal execution of 
the smartphone applications. The considered situa-
tions were 1 male speaker (1M), 1 female speaker 
(1F), 2 male speakers (2M), 2 female speakers 
(2F) and 1 male and 1 female speaker (2MF). 

Table 1. Experimental setup 

Sampling Frequency 22KHz

Frame Duration 2048 samples

Frames per Block 20

Block Overlap 10 frames

PDF bin Width 10 Hz



35

Context-Aware Smartphone Services

All audio samples refer to different speakers in 
order to evaluate classifier performance using 
data deriving from speakers that did not influence 
classifier training (open-set scenario). A total of 
50 recordings was acquired, 10 for each situation. 
Half of the recordings was used for training, the 
other half for testing. The parameters used during 
experiments have been set to the values shown 
in Table 1.

Concerning Speaker Count results, different 
feature vectors were evaluated and comparison 
of test set classification accuracies was used to 
select the most discriminating one. A 3-dimen-
sional feature vector performed better than some 
2-dimensional ones, but adding a fourth feature 
does not improve classification accuracy, since it 
is rather correlated with the others. The feature 
vector ultimately used for GMM classification, 
as previously mentioned, comprises the maximum 
and standard deviation of block PDFs, and it leads 
to 60% test sample accuracy.

An additional set of experiments ignoring the 
situations that most of all led to classification er-
rors, i.e. 2M and 2F, was carried out. In fact, these 
two situations can be misclassified as 1M and 1F, 
respectively, since same-gender speakers could 
have pitch estimates close enough in value to lead 
to 2S PDFs similar to 1S PDFs of the same gender. 
Therefore a new GMM classifier was designed, in 
order to distinguish not two classes (1S and 2S) but 
three classes: 1M, 1F and 2MF. Again, different 
feature vectors were evaluated, and for each one 
classification errors involved exclusively class 
2MF, i.e. test sample blocks belonging to classes 
1M and 1F were never mistaken one for another. 
The chosen feature vector consists of the mean and 
maximum of block PDFs, and it leads to 67% test 
sample accuracy. In order to compare this result 
with the first set of experiments, classes 1M and 
1F can be considered as class 1S and class 2MF as 
class 2S, producing a 70% test sample accuracy.

Concerning Gender Recognition results, in 
order to identify the gender of single speakers the 
threshold on the mean of the “histogram count” 

pitch PDF was set to the value that led to the best 
training sample block classification results. The 
designed classifier leads to 90% test sample ac-
curacy. While both classes are well-recognized, the 
totality of female samples was correctly classified.

NETWORK INTERFACE SIGNAL 
PROCESSING BASED CONTEXT-
AWARE SERVICES: POSITIONING

Navigation and positioning systems have become 
extremely popular in recent years. In particular, 
thanks to an increasingly widespread dissemina-
tion and decrease in costs, devices such as GPS 
receivers are much more efficient for what con-
cerns positioning systems. Obviously, position-
ing information represents very useful context 
information which can be exploited in several 
applications.

The positioning problem may be divided into 
two families: outdoor and indoor positioning. 
Several algorithms are available in the literature 
together with several approaches based on the use 
of different hardware platforms such as RF (Radio 
Frequency) technology, ultrasound-, infrared-, 
vision-based systems and magnetic fields. The 
RF signal-based technologies can be split into 
WLAN (2.4 GHz and 5 GHz bands), Bluetooth 
(2.4 GHz band), Ultrawideband and RFID (Gu, 
2009; Moutz, 2009). Concerning the Outdoor 
positioning, GPS is the most popular and widely 
used three-dimensional positioning technology 
in the world. However, in many everyday envi-
ronments such as indoors or in urban areas, GPS 
signals are not available for positioning (due to 
the very weak signals). Even with high sensitivity 
GPS receivers, positioning for urban and indoor 
environments cannot be guaranteed in all situa-
tions, and accuracies typically range between tens 
and hundreds of meters. As claimed in (Barnes, 
2003), other emerging technologies obtain po-
sitions from systems that are not designed for 
positioning, such as mobile phones or television. 
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As a result, the accuracy, reliability and simplicity 
of the position solution is typically very poor in 
comparison to GPS with a clear view of the sky.

Despite this viewpoint, due to the widespread 
employment of smartphones, it is interesting to 
develop possible algorithms suited to be used 
with those platforms. In particular, based on our 
previous practical experience, we present in the 
following the Indoor positioning approaches, 
based on the Fingerprinting criteria and actu-
ally implemented on smartphones, which are 
introduced to give readers a tangible idea of the 
possible context-aware applications that such 
platforms may support.

Indoor Positioning

In more detail, with the increasing spread of mo-
bile devices such as Personal Digital Assistants 
(PDA), laptops and smartphones, along with a 
great expansion of Wireless Local Area Networks 
(WLAN), there is a strong interest in implementing 
a positioning system which uses similar devices. In 
addition to this, with a great diffusion of the wire-
less communications network infrastructure and 
an increasing interest in location-aware services, 
there is a need for an accurate indoor positioning 
technique based on WLAN networks.

Obviously, WLAN is not designed and de-
ployed for the purpose of positioning. However, 
measurements of the Signal Strength (SS) trans-
mitted by either Access Point (AP) or station could 
be used to calculate the location of any Mobile 
User (MU). Many SS-based techniques have been 
proposed for position estimation in environments 
in which WLAN is deployed. In the following, the 
most common approaches in the literature have 
been described. There are essentially two main 
categories of techniques which can implement 
wireless positioning. The first is called trilatera-
tion, while the second fingerprinting.

Trilateration

It employs a mathematical model to “convert” 
the SS received by the terminal in a measure of 
the distance between the terminal itself and the 
corresponding AP. Obviously this distance does 
not provide any information about the direction 
in which the device is located. For this reason, 
it is assumed that the terminal is situated upon a 
circle centered in the considered AP, with a radius 
equal to the determined distance.

It is worth noticing that the SS is very sensitive 
to small changes in the position and orientation 
of the antenna of the terminal, thus making it 
particularly difficult to determine an analytical 
relationship linking SS to distance. In particular, 
the trilateration approach consists of two steps:

• converting SS to AP-MU distance 
(Off-Line);

• computing the location using the relation-
ship between SS and distance (On-Line);

In the first step, a signal propagation model 
is employed to convert SS to AP-MU distance. 
This is the key of the trilateration approach and 
must be as accurate as possible. In the second 
step, least squares or other methods (such as the 
geometric method) can be used to compute the 
location. A positioning process ma start from the 
classical formulation of the propagation loss for 
radio communications LF
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where K = ⋅( ) =20 3 10 4 147 568log .π , GT and 

GR are the transmitter and the receiver antennas’ 
gain, respectively. PR and PT are the receive 
power and the transmitted power. f and d are the 
frequency and the distance, respectively. In an 
ideal situation (i.e. GT and GR equal to 1), it is 
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possible to define the basic transmission loss (LB) 
as:

L f dB MHz km=− − −32 44 20 20. log log  

where dkm represents distance (in Km) and fMHz 
represents frequency (in MHz). All the equa-
tions above are referred to a free space situation, 
without any kind of obstacles. Thus they do not 
take into account all the impairments of a real 
environment, such as reflections, refractions and 
multipath fading.

In order to solve this problem and determine 
the mathematical relation, without considering 
physical properties, an empirical model based on 
regression was assumed. The key idea is to collect 
several measurements of SS at the same point, at 
increasing distance from the AP considered. After 
the acquisition phase, all measures taken at the 
same point are averaged with the aim to obtain a 
more stable reference value of SS. The obtained 
set of {SS-distance} pairs is then interpolated 
by a polynomial technique, for example by the 
least-squares method, producing an expression 
of the distance as a function of the SS. In more 
detail, empirical studies have proved that a cubic 
regressive equation results adequate to obtain a 
model representative of a trade-off between ac-
curacy and computational load.

If this process is repeated for each AP used in 
the algorithm and the number of APs of the WLAN 
is at least three, this method allows estimating the 
distances between the device (the smartphone 
in the case of this chapter) and all the APs. The 
positioning process is then concluded by comput-
ing the intersection of three circles with radiuses 
equal to the estimated distances.

Fingerprinting

A positioning system which uses the fingerprint-
ing approach is again composed by two phases: 
training (Off-Line) and positioning (On-Line). In 

the framework of the research activity conducted 
by the authors, this approach has been preferred 
for smartphone implementation because of its 
limited computational complexity. In more detail, 
the aim of the training phase is to build a database 
of fingerprints, whose meaning is clarified in the 
following, which is used to determine the loca-
tion of the device. To generate the database, it is 
necessary to carefully define the reference points 
(RPs), i.e. the points where the fingerprints will 
be taken, and the concept of fingerprint itself. 
The RPs must be chosen in the most uniform 
way possible, in order to cover the entire area of 
interest as homogeneously as possible.

The acquisitions are made by placing the device 
in each RP and measuring the SS of all the APs. 
From all acquisitions, a distinguishing and robust 
feature called fingerprint is determined for each 
AP, taking the average value of the measured SS. 
This feature is then stored in the database. This 
process is repeated for all RPs.

During the positioning phase (On-Line) the 
device measures the SS of all the APs, i.e. it 
determines the fingerprint corresponding to its 
current position. This imprint is then compared 
with the fingerprints stored in the database by 
using an appropriate algorithm for comparison, 
described in the following. Obviously, the final 
result of this operation is the estimated position 
of the device. Figure 5, adapted from (Binghao, 
2006), schematically summarizes the two phases 
of the briefly described process.

In the framework of the described fingerprint-
ing approach there are many algorithms to deter-
mine the position of the device. The simplest of 
all is the so-called Nearest Neighbor (NN). This 
method determines the “distance” between the 
measured fingerprint [s1, s2…sn] and those which 
are in the database [S1, S2…Sn]. The “distance” 
between these two vectors is determined by the 
general formula below:
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In particular, the Manhattan and Euclidean 
distance are obtained with q = 1 and q = 2, re-
spectively. Experimental tests have shown that the 
Manhattan distance provides better performance 
in terms of precision. The NN method defines the 
Nearest Neighbor to be the RP with the minimum 
distance, in terms of the equation given above, 
from the fingerprint acquired by the device. That 
point is the position produced by the simple NN 
approach.

Another method for determining the position 
is to employ the K-Nearest Neighbors (KNN, with 
K ³ 2 ) that uses the K RPs with the minimum 
distance from the measured fingerprint, and es-
timates the position of the device by averaging 
the coordinates of the K points found.

A variant of the this method is the Weighted 
K-Nearest Neighbors (WKNN), in which the esti-
mated position is obtained by making a weighted 
average. One of the possible strategies to determine 
the weights (wi) could be using the inverse value 
of the distance, as shown in the equation below:

w
Li
q

=
1  

A Probabilistic Approach for 
the Fingerprinting Method

While the previously described deterministic 
method achieves reasonable localization accuracy, 
it discards much of the information present in 
the training data. Each fingerprint summarizes 
the data as the average signal strength to visible 
access points, based on a sequence of signal 
strength values recorded at that location. However, 
signal strength at a position can be characterized 
by more parameters than just the average. This 
led researchers to consider a Bayesian approach 
to WLAN localization. This had been employed 
with some success in the field of robot localiza-
tion (Ladd, 2002). For localization, the Bayes rule 
can be written as

p l o p o l p l Nt t t t t( / ) ( / ) ( )=     

where lt is a position at time t, ot is an observation 
at t (the instantaneous signal strength values), 
and N is a normalizing factor that ensures that all 
probabilities sum to 1.

Figure 5. Two phases of the fingerprinting approach: (a) training phase and (b) positioning phase 
adapted from (Binghao, 2006)
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In other words, the probability of being at 
location lt given observation ot is equal to the 
probability of observing ot at location lt, and be-
ing at location lt in the first place. During local-
ization, this conditional probability of being at 
location lt is calculated for all fingerprints. The 
most likely position is then the localizer’s output. 
To calculate this, it is necessary to calculate the 
two probabilities on the right hand side of the 
equation above. The quantity p(ot/lt) is known, in 
Bayesian terms, as the likelihood function. This 
can be calculated using the signal strength map. 
For each fingerprint, the frequency of each signal 
strength value is used to generate a probability 
distribution as the likelihood function. The raw 
distribution can be used, but as it is typically noisy 
and incomplete, the data is usually summarized 
as either a histogram, with an empirically deter-
mined optimal number of bins, or as a discrete 
Gaussian distribution parameterized using mean 
and standard deviation.

Other representations are also possible; the 
Bayesian approach allows using any algorithm 
capable of generating a probability distribution 
across all positions.

In its simplest version, the Bayesian localizer 
calculates the prior probability p(lt) as the uniform 
distribution over all possible positions. This means 
that, before each positioning attempt, the target is 
equally likely to be at any of the position in the fin-
gerprint map. In order to achieve higher accuracy, 
it is possible to compute such probability using the 
knowledge given by historical information such 
as user habits, collision detection, and anything 
else that affects the prior probability that can be 
modeled probabilistically. For example, Markov 
Localization (Simmons, 1995) suggests using the 
transitional probability between positions. This 
probability is described as

p l p l l p lt t t
l

t
t
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In other words, p(lt) is the sum of the transitional 
probability from all positions at t – 1 to lt at the cur-
rent time t, multiplied by the probability of being 
at those locations at t – 1. The probability p(lt–1) 
is known from previous positioning attempts.

Test-Bed Description and 
Preliminary Results

From a practical point of view, certain finger-
printing algorithms have been implemented on a 
smartphone platform and preliminary results are 
reported in the following. In more detail, to test the 
algorithm implementation an ad hoc test-bed was 
set up in the Digital Signal Processing Laboratory 
at the University of Genoa where the authors are 
developing their research activity. The room is 
approximately 8 m ×8 m in size. In the performed 
tests five APs have been installed, four of them in 
the corners of the room and one in the center. All 
the APs’ antennas are omni-directional.

In general, the position of the APs in the room 
plays a crucial role because it is linked to the ac-
curacy and precision of the system. In particular, 
(Wang, 2003) shows very clearly that the more 
APs are installed the better the performance is.

To evaluate the validity of the implemented 
algorithms, several tests were carried out. In 
particular, 30 measurements were taken in dif-
ferent parts of the test-bed. For each of these 
measurements the position was determined using 
the deterministic fingerprinting algorithm. In 
particular, all the algorithms previously described 
(NN, KNN, WKNN) have been compared. The 
database employed for all the experiments con-
tains 121 RPs, separated 0.6 m one from another. 
The histogram below reports the obtained results.

Figure 6 shows that the simplest and quickest 
algorithm (i.e. NN) does not provide good results. 
All other algorithms have a mean error around 
1.2 m. For this particular set of measures, 6WNN 
has the best performance in terms of the lowest 
positioning error (i.e. the distance, expressed in 
m, between the real position and the estimated 
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one) and a very low variance. Empirical experi-
ments presented in (Binghao, 2006) prove that 
the probabilistic approach provides slightly better 
performance. It indicates that probabilistic meth-
ods are relatively robust with respect to naturally 
occurring fluctuations.

Brief Overview of Other Approaches

For the sake of completeness other common ap-
proaches are synthetically described below, as 
reviewed in (Bose, 2007):

• Angle of Arrival (AOA) refers to the meth-
od by which the position of a mobile de-
vice is determined by the direction of the 
incoming signals from other transmitters 
whose locations are known. Triangulation 
techniques are used to compute the loca-
tion of the mobile device. However, a spe-
cial antenna array is required to measure 
the angle.

• Time of Arrival (TOA) method measures 
the round-trip time (RTT) of a signal. Half 
of the RTT corresponds to the distance of 
the mobile device from the stationary de-
vice. Once the distances from a mobile 
device to three stationary devices are es-

timated, the position of the mobile device 
with respect to the stationary devices can 
easily be determined using trilateration. 
TOA requires very accurate and tightly 
synchronized clocks since a 1.0 μs error 
corresponds to a 300 m error in the dis-
tance estimation. Thus, inaccuracies in 
measuring time differences should not ex-
ceed tens of nanoseconds since the error is 
propagated to the distance estimation.

• Time Difference of Arrival (TDOA) meth-
od is similar to Time of Arrival using the 
time difference of arrival times. However, 
the synchronization requirement is elimi-
nated but nonetheless high accuracy is 
still an important factor. As in the previ-
ous method, inaccuracies in measuring 
time differences should not exceed tens of 
nanoseconds.

ACCELEROMETER SIGNAL 
PROCESSING BASED CONTEXT-
AWARE SERVICES

The physical activity which the user is currently 
engaged in can be useful context information, e.g. 
it may be employed to support remote healthcare 

Figure 6. Mean and variance of the error for all the algorithms utilized in the fingerprinting positioning 
system. These results are obtained with a database of 121 RPs and 5 APs
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monitoring (Leijdekkers, 2007), to update the 
user’s social network status (Miluzzo, 2008) or 
even to reproduce inferred real-world activities 
in virtual settings (Musolesi, 2008).

In the following, a smartphone algorithm for 
user activity recognition is described. It is based on 
the sensing, processing and classification of data 
provided by the smartphone-embedded acceler-
ometer and is designed to recognize four different 
classes of physical activities. It is worth noticing 
that the described approach has been practically 
implemented and tested by our research group. 
It represents a proof of concept and as such it can 
be considered as a useful reference for readers’ 
comprehension.

User Activity Recognition

Four different user activities have been considered. 
Unless specified differently, the phone is thought 
to be in the user’s front or rear pants pocket (as 
suggested in (Bao, 2004)) and training data was 
acquired accordingly. Furthermore, the acquisi-
tion of training data was performed keeping the 
smartphone in four different positions, based on 
whether the display was facing towards the user 
or away from him and whether the smartphone 
itself was pointing up or down. The evaluated 
classes are:

• Sitting: the user is sitting down. Training 
data was acquired only with the smart-
phone in the front pocket, under the as-
sumption that it’s unlikely users will keep 
the smartphone in a back pocket while 
sitting.

• Standing: the user is standing up, with-
out walking. Satisfactory distinction from 
Sitting is possible due to the fact that peo-
ple tend to move a little while standing.

• Walking: the user is walking. Training data 
for this class was acquired in real-life sce-
narios, e.g. on streets, in shops, etc.

• Running: the user is running. As for 
Walking, training data for this class was 
acquired in common every-day scenarios.

Sensed Data

The smartphone employed during the work is 
an HTC Dream, which comes with an integrated 
accelerometer manufactured by Asahi Kasei 
Corporation. It’s a triaxial, piezoresistive accel-
erometer which returns the acceleration values 
on the three axes in m/s2.

The proposed algorithm periodically collects 
raw data from the smartphone accelerometer and 
organizes it into frames. A feature vector is com-
puted for every frame and is used by a decision 
tree classifier to classify the frame as one of the 
classes previously listed. Groups of consecutive 
frames are organized in windows, with consecu-
tive windows overlapped by a certain amount of 
frames. Every completed window is assigned to 
one of the four considered classes, based on one of 
several possible decision policies. Such windowed 
decision is considered as the current user activity. 
Therefore, several parameters are involved in the 
data acquisition. First of all, a frame’s duration 
must be set: shorter frames mean quicker feature 
computation, but the minimum length required 
to properly recognize the target activities must 
be considered as well. The frame acquisition 
rate must also be determined, i.e. how often must 
the accelerometer be polled. Higher frame rates 
imply shorter pauses between frames and a more 
precise knowledge of the context, but also more 
intensive computation. On the other hand, lower 
frame rates provide a less precise knowledge of 
the context, but also imply a lighter computa-
tional load, which is an important requirement 
for smartphone terminals.

The window size affects the windowed deci-
sion which determines the current state associated 
with the user. Small windows ensure a quicker 
reaction to actual changes in context, but are more 
vulnerable to occasionally misclassified frames. 
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On the other hand, large windows react more 
slowly to context changes but provide better pro-
tection against misclassified frames. The window 
overlap (number of frames shared by consecutive 
windows) must also be set. Employing heavily-
overlapped windows provides a better knowledge 
of the context but may also imply consecutive 
windows bearing redundant information, while 
using slightly-overlapped windows could lead 
to signal sections representing meaningful data 
falling across consecutive windows.

Feature Computation and 
Frame Classification

In order to determine the best possible classifier, 
numerous features were evaluated and compared, 
among which were the mean, zero crossing rate, 
energy, standard deviation, cross-correlation, sum 
of absolute values, sum of variances and number of 
peaks of the data obtained from the accelerometer. 
The feature vector ultimately chosen is made of 
nine features, i.e. the mean, standard deviation and 
number of peaks of the accelerometer measure-
ments along the three axes of the accelerometer.

Once a feature vector has been computed for 
a given frame, it is used by a classifier in order 
to associate the frame to one of the classes listed 
before. As in earlier work (Bao, 2004; Musolesi, 
2008; Tapia, 2007; Ryder, 2009), the employed 
classifier is a decision tree. Using the Weka 
workbench (a tool dedicated to Machine Learning 
procedure), several decision trees were designed 
and compared based on their recognition accuracy. 
A decision tree was trained for every combina-
tion of two and three of the users employed in 
the dataset creation (see the brief performance 
evaluation reported below). In order to evaluate 
the classifiers’ performance, a separate test set 
(made of the dataset portion not used for training) 
was used for each combination.

Classification Scoring and 
Windowed Decision

Every completed window is assigned to one of the 
four considered classes, based on one of several 
possible decision policies. The simplest of such 
policies is a majority-rule decision: the window is 
associated to the class with the most frames in the 
window. While it is clearly simple to implement 
and computationally inexpensive, the majority-
rule windowed decision treats all frames within 
a window in the same way, without considering 
when the frames occurred or the single frame 
classifications’ reliability.

Therefore, other windowed decision policies 
were evaluated. It must be noted that such policies 
are completely independent from the decision tree 
used to classify individual frames.

A first alternative to the majority-rule deci-
sion is the time-weighted decision. In a nutshell, 
it implies giving different weights to a window’s 
frames based solely on their position in the win-
dow and assigning a window to the class with the 
highest total weight. This way a frame will have 
a greater weight the closer it is to the end of the 
window, under the assumption that more recent 
classifications should be more useful to determine 
the current user activity.

In order to determine what weight to give to 
frames, a weighting function f(t) was designed 
according to the following criteria:

• f 0 1( ) = , where t = 0 represents the time 
at which the most recent frame occurred;

• f t( ) ≥ 0  for all t ³ 0 ;

• f t( )must be non-increasing for all t ³ 0 .

If Tf is the instant associated with a frame and 
Tdec is the instant at which the windowed decision 
is made, then the frame will be assigned a weight 
equal to f(Tdec–Tf).

Two different weighting functions were com-
pared, i.e. a Gaussian function and a negative 
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Exponential function. For each function type five 
different functions were compared by choosing a 
reference instant Tref and forcing f(Tref) = p, where 
p is one of five linearly-spaced values between 
0 and 1.

A second kind of windowed decision policy 
requires assigning to each frame a score repre-
senting how reliable its classification is. As in the 
case of the time-weighted decision, a window is 
associated to the class with the highest total weight. 
Unlike other classifier models, the standard form 
of decision tree classifiers does not provide rank-
ing or classification probability information. In 
the literature there are numerous approaches to 
extend the decision tree framework to provide 
ranking information (Ling, 2003; Alvarez, 2007). 
In our work the method proposed in (Toth, 2008) 
has been implemented.

Such scoring method takes advantage of the 
fact that each leaf of a decision tree represents 
a region in the feature space defined by a set of 
inequalities determined by the path from the tree 
root to the leaf. The basic idea is that the closer a 
frame’s feature vector is to the decision boundary, 
the more unreliable the frame’s classification will 
be, under the hypothesis that the majority of badly 
classified samples lie near the decision boundary.

This scoring method requires the computation 
of a feature vector’s Mahalanobis distance from 
the decision boundary and an estimate of the cor-
rect classification probability. The Mahalanobis 
distance is used instead of the Euclidean one be-
cause it takes into account the correlation among 
features and is scale invariant. This ensures that 
if different features have different distributions, 
the same Mahalanobis distance along the direction 
corresponding to a feature with greater deviation 
will carry less weight than along the direction 
corresponding to a feature with lesser deviation.

The distance of a feature vector from the deci-
sion boundary is given by the shortest distance 
to the leaves with class label different from the 
label associated to the feature vector. The distance 

between a feature vector and a leaf is obtained by 
solving a constrained quadratic program.

Using separate training data for each leaf, an 
estimate of the correct classification probability 
conditional to the distance from the decision 
boundary is produced. Such estimate is computed 
by using the leaf’s probability of correctly and in-
correctly classifying training set samples (obtained 
in terms of relative frequency) and probability 
density of the distance from the decision bound-
ary conditional to correct and false classification.

The classification score is finally given by 
the lower bound of the 95% confidence inter-
val for the estimate of the correct classification 
probability conditional to the distance from the 
decision boundary.

The confidence interval lower bound is used 
instead of the correct classification probability 
conditional to the distance from the decision 
boundary estimate because the latter may remain 
close to 1 even for large distances. However, a large 
distance may not imply a reliable classification 
but be caused by an unknown sample located in 
a region of the feature space insufficiently repre-
sented in the training set. On the contrary, past a 
certain distance (which varies with every leaf), the 
confidence interval lower bound decreases rapidly.

Another windowed decision policy is given 
by combining the temporal weights and the clas-
sification scores into a single, joint time-and-score 
weight. Fusion is obtained simply by multiplying 
the corresponding time weight and classification 
score, since both are between 0 and 1.

By considering the described methods as single 
approaches and by mixing them it is possible to 
obtain six approaches. In particular, Majority 
decision (M), Exponential time weighting (Te), 
Gaussian time weighting (Tg), classification 
score weighting (S), joint classification score /
exponential time weighting (S+Te), joint classi-
fication score / Gaussian time weighting (S+Tg). 
The performance comparison among them is 
briefly described below. It is worth noticing that 
what has been described previously is object of 
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ongoing research by the Authors of this chapter 
and further details about such solutions will be 
provided in the future.

Brief Performance Evaluation

The dataset employed in the experiments was 
acquired by 4 volunteers. Each volunteer acquired 
approximately 1 hour of data for each of the 
classes listed above, producing a total of almost 
17 hours of data. The employed OS was Android. 
For every combination of two and three users, 
the dataset was then divided into a training set 
for classifier training and a distinct test set for 
performance evaluation purposes. In evaluating 
the performance of the proposed method, one must 
distinguish single-frame classification accuracy 
from windowed-decision accuracy: the former 
depends solely on the decision tree classifier, 
while the latter depends on what decision policy 
was used.

Of all the evaluated classifiers, the one with 
the best single-frame accuracy produced a 98% 
correct test set classification average. In more 
detail, the class with the best recognition accuracy 
is Sitting (over 99% of test set frames correctly 
recognized), while Running is the activity with the 
lowest test set accuracy (95.2%), with most of the 
incorrectly classified frames (approximately 4.6% 
of the total) being misclassified as Walking. Such 
results are extremely satisfactory: in particular, 
the implemented classifier led to an improvement 
of the activity recognition accuracy of more than 
20% compared to (Miluzzo 2008) which consid-
ers the same classes and also uses decision tree 
classification, although the employed dataset is 
somewhat smaller.

As for the windowed decision, an additional 
ad hoc sequence, not included in the dataset used 
for classifier training and testing, was employed 
to determine the best values for the frame acqui-
sition rate, window size, window overlap and 
scale parameter for the time-weighting functions 
briefly described above. Such sequence is made 

of just over an hour of data, referring to all four 
considered user activities executed in random 
order. Windowed decision was applied to the 
ad hoc sequence using 411 different parameter 
configurations and all six above-mentioned de-
cision policies for each parameter combination. 
The results can be summed up in Figure 7. Using 
only the time-based frame classification weighting 
does not seem to improve performance compared 
to the majority decision, while employing clas-
sification score weighting, by itself or combined 
with time weighting, led to significant improve-
ments in windowed decision accuracy. Overall, 
the best parameter configuration led to an 85.2% 
windowed decision accuracy: it was obtained 
using 16-second pauses between consecutive 
frames, 8-frame windows, single-frame window 
overlap and joint classification score / Gaussian 
time weighting

CONCLUSION

The proposed chapter is based on the authors’ 
previous research experience and ongoing work 
and it is aimed at giving an idea of possible context-
aware Services for smartphones considering and 
describing algorithms and methodologies practi-

Figure 7. Percentage of total number of evaluated 
parameter configurations in which each windowed 
decision policy gave the best correct windowed 
decision percentage
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cally designed and implemented for such devices. 
In more detail, such methods have been exploited 
to implement particular Context-Aware services 
aimed at recognizing the audio environment, the 
number and the gender of speakers, the position 
of a device and the user physical activity by us-
ing a smartphone. The practical implementation 
of these services, capable of extracting useful 
context information, is the main technical objec-
tive of this work.

Starting from the open issues considered in this 
chapter and from the literature in the field, it is 
clear that context awareness needs to be enhanced 
with new efficient algorithms and needs to be 
developed in small, portable and diffused devices. 
Smartphones have the mentioned characteristics 
and, as a consequence, they may represent the tar-
get technology for future Context-Aware services. 
In this context, the lesson learned by the authors is 
that an important effort in terms of advanced signal 
processing procedure that exploit the smartphone 
feature, sensors and computational capacity need 
to be done and what has been presented in this 
chapter represents the first step in that direction.

The development of efficient signal processing 
procedure over smartphone opens the doors to 
future application of smartphone-based context-
aware services in several fields. Two important 
sectors may be the safety and the remote assistance. 
In the first case, information about the audio envi-
ronment, the position and the movement that the 
personnel dedicated to the surveillance of a sensi-
tive area, acquired by using their smartphones, may 
represent a useful input for advanced surveillance 
systems. In the second case, remote monitoring of 
patients or elders that need to be monitored can 
be realized as well. Position, outdoor or indoor 
(within their domestic ambient), and movements 
constitute useful input for physicians to monitor 
the lifestyle of patients or to individuate possible 
emergency cases.

The evolution of the signal procession pro-
cedures for smartphones and the application of 
them to realize context-aware service for safety 

and health-care platforms constitute the future 
direction for the research in the presented field.
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KEY TERMS AND DEFINITIONS

Smartphones: mobile phone with a significant 
computational capacity: several available sensors 
and limited energy.

Context-Aware Services: services provided to 
users obtained by considering the environment in 
which the users are and by considering the actions 
that users are doing.

Digital Signal Processing: theory and meth-
odology to process numerical signals.

Pattern Recognition: theory and methodology 
to recognize a pattern.

Audio Environment Recognition: meth-
odologies obtained from both signal process-
ing and pattern recognition approaches aimed 
at individuating the environment based on the 
audio captured by a microphone (such as the 
smartphones’ microphone).

Speaker Count and Gender Recognition: 
methodologies obtained from both signal process-
ing and pattern recognition approaches aimed 
at individuating the number of speakers and the 
related genders based on the audio captured by 
a microphone (such as the smartphones’ micro-
phone).

Indoor Positioning: methodologies obtained 
from both signal processing and pattern recogni-
tion approaches aimed at individuating the posi-
tion of users in a given environment (outdoor or 
indoor) based on radio signals captured by radio 
interfaces available on a given device (such as 
the smartphones’ Bluetooth and WiFi interfaces).

Activity Recognition: methodologies ob-
tained from both signal processing and pattern 
recognition approaches aimed at individuating 
the number type of movement that users are do-
ing based on the accelerometer signals generated 
by an (such as the smartphones’ accelerometer).




